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Abstract

In this paper we provide a new analysis of
compressive least squares regression that re-
moves a spurious log N factor from previous
bounds, where N is the number of training
points. Our new bound has a clear inter-
pretation and reveals meaningful structural
properties of the linear regression problem
that makes it solvable effectively in a small
dimensional random subspace. In addition,
the main part of our analysis does not require
the compressive matrix to have the Johnson-
Lindenstrauss property, or the RIP property.
Instead, we only require its entries to be
drawn i.i.d. from a 0-mean symmetric dis-
tribution with finite first four moments.

1 Introduction

The requirement of dealing with high dimensional
massive data sets has motivated a lot of interest in
applying recent advances in random projections, com-
pressed sensing and related areas. Such techniques
allow us to gain computationally feasible statistical
learning methods at the expense of a controlled loss
in performance. Indeed, the prospect of carrying out
data mining on compressive versions of the data holds
much potential and promise. However, in order to be
able to make full and informed use of these compu-
tationally cheap methods of dimensionality reduction,
we need to develop a better understanding of what
conditions are required and what guarantees we can
get from these techniques specifically for data mining
and machine learning tasks.

Much of the theoretical guarantees on compres-
sive regression [12, 14] and classification [1, 4] have
been derived by employing results from Johnson-
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Lindenstrauss embeddings [6] and from Compressed
Sensing [5] as building blocks. At present it is not at
all clear if the conditions that were needed for those re-
sults are still required for guarantees on learning from
compressive data. The Johnson-Lindenstrauss embed-
ding of a data set requires conditions that ensure that
the Euclidean distances between all pairs of points are
preserved within a small distortion after projection.
Compressed Sensing requires conditions that ensure
that the high dimensional data can be recovered from
just a few of its random projections. Do we need the
same (strong) conditions to ensure guarantees on sta-
tistical learning tasks carried out in a random sub-
space? Some recent research on compressed linear clas-
sification [7, 11, 8] found that less is sufficient. This
is perhaps not that surprising — intuitively, indeed in
classification not all distances are important, and not
all details of the data matter.

But how about linear regression? In regression the tar-
gets are real-valued, and one might feel that a global
preservation of the geometry of the training set might
be needed. Prior work on bounding the excess risk of
compressive ordinary least squares regression [12, 14]
has certainly built on that premise. However, in this
paper we show that improved bounds may be obtained
on a more direct route, from first principles. Our im-
proved bounds on randomly projected ordinary linear
least squares (OLS) regression remove a spurious log-
arithmic factor, and show that the bias term of com-
pressive OLS does not depend on the training set size
at all. In developing this result we also obtain a gen-
eralisation of a random matrix theory result by [13],
which may be of independent interest.

1.1 Preliminaries

We consider ordinary linear least squares regression in
the fixed design setting. Given a set of N input-target
pairs S = {(z1,%1), ..., (*n,yn)} where z,, € R% y, €
R,n =1,...,N, the goal is to learn an estimator v so
that x7v approximates % w, under the linear model
assumption:

Yn = xfw—&—fn,n =1,...N

(1)
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where £, is i.i.d. 0-mean noise with variance .

The fixed design setting means that the inputs (covari-
ates) x,,n = 1,..., N are non-random, with only the
targets (responses) yi, ..., Yy, being treated as random
variables. This is the simplest setting and it is suitable
for studying dimensionality reduction techniques [10],
which is our purpose. It should be noted that the fixed
design setting does not address out-of-sample predic-
tion because with fixed inputs the estimated regres-
sion vector is an unbiased estimate of the minimiser
of the regression objective whereas with random in-
puts it would be not. However, as noted in [10], by
conditioning on the inputs, many results extend from
the fixed design setting to the random design setting
under some more elaborated conditions.

The square loss of an estimator v is defined as:

L) = 5 3 Bllyn—atv)] = LBy X0 (2

where Y denotes the column vector of y,,n =1,..., N
and X is the d x N matrix with columns z,,n =
1,...,N. The expectations are with respect to Y
throughout, unless indicated otherwise.

Denote by w the true minimiser of the square loss:

w = arg minL(u) (3)

u

The excess risk of an estimator v is defined as:

R(v) = L(v) = L(w) (4)

The empirical square loss of an estimator v is the fol-
lowing;:

i) = Y — X7 (5)

The ordinary least square (OLS) estimator is the min-
imiser of the empirical square loss:

W = arg minL(u) (6)

u

We will make use of the following well known result
about the expected excess risk of the OLS estimator
in the fixed design setting ([9], Thm 11.1.):

Lemma 1 Let v = Var(y;)) (¢ = 1,..,N), ¥ =
XXT/N fized and invertible, w the optimal OLS as
above, and w the OLS estimator. Then the expected
risk E[R(w)] equals:

BLGD)] ~ L) = 7 7

where the expectation is w.r.t. w that is a function of
the random vector Y .

1.2 Prior work and motivation

From Lemma 1 it is obvious that the expected excess
risk of OLS grows linearly with d. Hence when d is
large and NNV is small compared to d then OLS becomes
poor. When d > N, then X is not invertible and OLS is
not applicable at all. A common approach to overcome
these problems is to use a ridge regression estimator
instead, which is obtained by minimising a regularised
version of the 10ss, Lyigge(v) = L(v) + Al|v|)?, yielding
a regularised covariance ¥ + Al to work with. This
d x d matrix needs to be inverted to obtain the estima-
tor v. An alternative is to apply some dimensionality
reduction prior to OLS. Taking the reduced dimension
to be less than that of the span of the training input
points we ensure that the compressed OLS will have a
unique solution.

A computationally attractive dimensionality reduction
technique that is also amenable to analysis is random
projections. The tandem of random projections plus
OLS was indeed put forth in [12, 14]. In [12], the
Johnson-Lindenstrauss lemma (JLL) guarantees are
used to ensure that the mismatch between the pre-
dictions of the compressive-OLS and those of the data-
space OLS are close enough on all training points. This
requires of the order k € O(e~2log(N)) dimensions for
the reduced space, where € controls the allowed distor-
tion in the pairwise Euclidean distances after projec-
tion. In [14], the JLL based argument is replaced by
that of compressed sensing (CS) [5], which ensures the
same approximate global preservation of pairwise dis-
tances between sparse vectors via the restricted isom-
etry (RIP) property of the random matrix used for the
linear compression. However this works only provided
that the input points have a sparse representation with
at most s nonzero entries each. Then, from RIP we
have the guarantee of pairwise distance preservation
independently of N, for k € O(slog(d)). The impres-
sive application in [14] to music similarity prediction
from a million-dimensional data sets [14] clearly out-
performed OLS in the original data space.

The JLL-based approach in [12] is intended to be a
worst-case analysis: The required k ensures that all
dot-products are approximately preserved so of course
the mismatch of the in-sample predictions in the two
spaces is controlled. But do we really need to ensure
that all dot-products are approximately preserved in
order to achieve this? Put in a slightly different way,
in what conditions would the linear regression problem
be solvable in a smaller dimensional random subspace
than the one required by the JLL-based analysis?

One might then attempt to speculate based on the
CS-based argument in [14] whether sparsity of the in-
puts is perhaps a fortuitous structure that makes the
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regression problem easier? Note however that the re-
quirement of a subspace of dimension k € O(slog(d))
in [14], along with the requirement of sparsity of the
input data, are conditions that are just simply inher-
ited from the Compressed Sensing literature, and are
in fact sufficient to recover each data point exactly
from their random projections. This again leaves the
question open, as to whether a linear regression task
would still need the same?

A natural conjecture that we will make more formal
shortly is that there should be a more direct and
problem-specific characterisation of what makes a lin-
ear regression problem solvable in a small dimensional
random subspace. It was in fact already noted in [14]
that the cases where compressive OLS was experimen-
tally observed to be particularly effective are not pre-
dicted by the currently existing theory. The remainder
of this paper aims to elucidate this open issue.

2 Main Result

Let k£ be the dimension of a randomly oriented sub-
space that we project our input points to, which we
take as k < N,k < d. Let R be the k x d ran-
dom projection matrix with entries drawn i.i.d. from
a zero mean distribution with variance 1/k and fi-
nite fourth moment. We are interested in the ex-
pected excess risk of OLS that receives only a k-
dimensional randomly projected version of the train-
ing set S = {(Rz1,%1), ..., (Rzn,yn)}, where z,, €
R? Rz, € R y, e R,n=1,...,N.

We will use notations analogous to those defined in the
previous section for OLS. To indicate that we now op-
erate in the random subspace defined by R, we use the
subscript R. From Sg, we seek to learn an estimator
wg so that 7 RT1ir approximates xXw. For a given
R, the square loss of an estimator vp is:

(8)

The optimal OLS achievable in the random subspace
defined by R is:

1
Lr(vr) = NEYIR[HY — X" R"vg|?]

9)

wgr = arg minL(ug)
[

The empirical square loss of an estimator vp is:
- 1
Lr(vg) = NHY—XTRTURHQ (10)
and the OLS estimate in the randomly projected space
is
(11)
Finally, our quantities of interest in this section is:

Ey,r[Lr(Wr)] — L(w) (12)

wWR = arg minI:R(uR)
ug
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We will prove the following upperbound on the ex-
pected excess risk, where the expectation is over both
Y and R.

Theorem 1 (Expected excess risk bound on
compressive OLS) Let v Var(y;), and %
XXT/N fized. Let w be the optimal OLS in R?, and
wr €RF, k< d, k < N the OLS estimator in the ran-
dom projection space RF defined by the k x d random
matriz R with entries drawn i.i.d. from a zero-mean
symmetric distribution with variance 1/k and excess

4
kurtosis % —3=k. Then,
. ko1 2
Ery[Lr(Wr)] — L(w) < vt 10l1S 4 (1 myrr(s) 1

(13)
where ||lullpr = VuT Mu stands for the Mahalanobis

norm, and I is the d-dimensional identity matrix.

The first term on the r.h.s. is the variance of the esti-
mator. Of course this is greatly reduced in comparison
with the data space, where it was 7 -d/N. The second
term is the expected bias of the estimator, which is the
price for the reduced variance.

We see from eq. (13) that the variance term is small-
est when k is small — this term represents the expected
excess risk of wgr with respect to the best achievable
in the reduced space i.e. wg. In turn, the second
term, the bias, is smallest when k is large — this term
makes the relation back to the original data space —
and we now see clearly from the form of this term
that a norm of the best OLS in the data space i.e.
Hw||22+(1+ﬁ)TT(E)Id is the quantity that governs the
compressibility of the working space. More specifi-
cally, if the linear regression problem in the original
space has its best OLS regressor w with a small (Ma-
halanobis) norm then we can effectively work with a
small k. On the other hand if the best w has a large
norm then compressing to a small & will no longer
guarantee a low excess risk for the problem at hand.
In practice of course w is unknown, but it is theoret-
ically pleasing to have a characterisation of problem
compressibility in terms of the specific problem struc-
ture.

Before starting the proof, let us point out that the
main difference from the bound obtained in [12] is that
our bias term in the above eq. (13) is independent of
N. The proof technique in [12] brings a spurious factor
O(log N) into this term, which leaves the interpreta-
tion of the overall bound unclear. This spurious factor
comes from the union bound after N applications of
JLL for dot-products.

A second difference is of course that our result in The-
orem 1 is stated in expectation whereas those in the
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mentioned previous works are given with high proba-
bility (w.r.t. the random choice of R). As it turns out,
bounding the excess risk in expectation allows us much
more generality in the choice of the distribution of the
entries of R, as well as a tighter bounding. However,
high probability bounds of the same order also hold
when the entries of R are subgaussian, these are given
in Sec. 4.

3 Proof of Theorem 1

We start by applying Lemma 1 in R*, which yields:

Ey|r[Lr(Wr)] — Lr(wr) (14)

This is the variance of the compressive estimator,
which is much reduced. The price to pay is that the
expected risk in eq. 14 is w.r.t the best achievable
in R* rather than in R%, so next we need to bound

Lr(wg) with an expression that contains L(w). By
definition we have the inequality:
Lr(wgr) < Lgr(Rw) (15)
1
= EallY - XTRTRw[F (16)
1
= Byl — X7l
1
+ NHXTw — X"R" Rw|? (17)

1
L(w) + NHXTw — XTRT Rw|?

where the decomposition in eq. (17) can be verified by
elementary algebra. Hence, so far we have:

ko1
ST+t

Eyr[Lr(@r)]-L(w) S v+

| XTw—XTR" Rw||?
(18)

Remains to bound the last term in eq. (18), namely:

N
17 T pT 21 T T BT 2
N”X w—X" R Rwl| =5 E (zpw—2, R" Rw)” (19)

n=1

From this point, our analysis will deviate from previ-
ous techniques. Since this term contains dot products
of randomly projected vectors, the approach in previ-
ous works [12, 14] was to use the approximate preser-
vation of dot products under random projections, and
require the conditions that are needed for all N dot
products to be approximately preserved. As already
mentioned, unfortunately this needs either k to grow
as O(log N) — cf. the JLL-based approach — or it needs
sparsity to be imposed on the data points — cf. the
compressed sensing based approach. We do not wish
to impose sparsity on the data inputs because that

451

would lose generality. Observe the expression in eq.
19 is a sum of dependent random variables where all
terms depend on the same R. Although for this very
reason we cannot expect a concentration bound to de-
cay with N, there is no reason for it to increase with
N either.

We will simply compute +Eg[[|X7w — X7 RT Rw||?].
Expanding, we get:

T T T
XXT, | XX .

= w" Sw + w'Eg[RT RER" Rjw — 2w" SEx[R" Rjw

RTRw — 2w

Er[w” R" Rw)

Observe that Eg[RT R] = I, since we had the entries
of R have mean zero and variance 1/k. Hence, after
cancellations we get:

—w?Sw + w'Eg[RT RERT Rlw (20)

A matrix expectation of the form that appears in eq.
(20) has been studied in random matrix theory for han-
dling singular sample covariances in [13] for the special
case when R is a Haar distributed, i.e. it has orthonor-
mal rows. Here we will obtain a generalisation for the
case when the random matrix R has entries drawn i.i.d.
from a 0-mean symmetric distribution with finite first
four moments. The following lemma computes the ex-
pectation Egx[RT RERT R] for such R, which turns out
to have a closed form, and may be of independent in-
terest.

Lemma 2 Let R be a k X d random matriz, k < d,
with entries drawn i.i.d. from a symmetric distribu-
tion with 0-mean and finite first four moments. Let
Y be a d X d fized positive semi-definite matriz with
eigenvalues A1, ..., \q. Then,

E[RTRYRTR] = ...

E[R}]
E[R})?

k-E[RL)? | (k+ 1) + Tr(S) L + (

where A; are d x d diagonal matrices with their j-th
diagonal elements being 22:1 UZ,UzZ;, and Uy; is the

a-th entry of the i-th eigenvector of X.
The proof of this lemma is given in Subsection 3.1.

Returning to the proof of Theorem 1 we employ
Lemma 2 with E[R;] = 1/k, and note also that by the
Cauchy-Schwartz inequality, the diagonal elements of
A; are no greater than one. Hence, the last term in eq
(21) is upper-bounded as nzgzl NA; S k-Tr(X) I,
and so we get that eq. (20) is upper bounded by the
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following:
< —wlXw+ (1 + ;) wl Yw + %wTw -Tr(%)...
+ %wTw k- Tr(X) (22)
= —wT(S+ (14 &)Tr(S))w (23)
= % ) Hw||22+(1+n)Tr(z)Id (24)

Summarising this main step of the proof, we obtained
w.p. at least 1 — ¢ that:

1

FEIXTw = XTRTRwl*] < Zllwlls qvmrrs,
(25)

Finally, plugging eq. (25) back into eq. (18) we obtain

the statement of Theorem 2. W

3.1 Proof of Lemma 2

Take the SVD of ¥ = UAU, where U is the d x d
matrix of eigenvectors, UUT = UTU = I, and A is the
diagonal matrix of eigenvalues.

Denote P := RU, and observe that P has the following
properties:

E[P;] =0 (26)
P;;j and Py, are independent Vi #1i' (27)
Cov(P;j, Pyjr) = 0,Vj # §' (28)
—Pij ~ Py (29)

where the last eq. says that P;; and —F;; have the
same distribution. In other words, P has 0-mean sym-
metrically distributed entries, independent rows, and
dependent but uncorrelated columns. To see property
(28), note first that for j # j’, both P;; and P;;» are
functions of the ¢-th row of R, so they are dependent.
However, their covariance evaluates to zero:

d d
Cov(P;, Piyr) = Cov(d_ Rils,»  RiUsy)
=1 =1
d

M@“

UgjUp jyCov(Rig, Rir)
1

~
Il

14

UyUpj Var(Rig)

M=

~
Il

1
Var(Rig)UjT Up=0

since the entries of R are i.i.d., and the columns of U
are orthogonal.
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Now, rewrite:

E[RT RERTR] E[RTRUAUT RTR]
UE[UTRT RUNUT R RU|UT

UE[PTPAPTPIUT (30)

so it is sufficient to work with the matrix expectation
E[PTPAPT P] where A is diagonal with nonnegative
elements.

We will need the individual elements of this matrix, so
we start by rewriting: E[PT PAPT P] =

E[(P] P;)?] E[(P{ P;)(P] Py)]

E[(PTP)(PTP)] E(PT P’

(31)
where p stands for the rank of 3, \; are the diagonal
elements of A, and P; is the i-th column of P.

Step 1: We show that E[PT PAPT P] is diagonal. By
implication, the expectation on the Lh.s. of the state-
ment of Lemma 2, i.e. E[PTPXPTP], has the same
eigenvectors as X.

Indeed, the off-diagonal entries of the matrix in the
i-th summand have the following form:

k k
E[(D " PuiPni)( Y PrriPord)]

m/=1

m=1m'=1

E[(P] P,)(P] )]

with j # ¢. Now it is a straightforward matter to
go though all the different cases, and verify that the
properties in egs. (26)-(29) imply that this expectation
evaluates to zero.

Case j#1# L,m #m':

0 {byeq. (28)}

Case j#1# L,m=m':

E[Pyi P Prti Pt ] E[P2;Ppm; P
—E[P2;PmjP] {by eq.(29)}

0

Case j =1 # {,m #m':

E[Prni Prnj Prri P E[P2;PoiPpre]
E[P7,]E[Po; Prre] {by (27)}

0 {by eq.(28)}
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Case j=1i# {,m=m"

E[Pmipmjpm’ipm’d E[PS’L’LP’I‘ILZ}
—E[P5:Pme] {by eq.(29)}

0

and the remaining cases 7 # i = {,m # m', and
j#1i=1~{m=m are equivalent to the previous two,
by symmetry.

Hence indeed, all the off-diagonal entries of all

the summands in eq. (31) are zero, so the matrix
E[PTPAPT P] is diagonal.

Step 2: Now we compute the diagonal entries of
E[PTPAPT P]. There are two cases to consider:

Case i = j:

E[(P] P,)?

Z Z E[P}. P},

L=14¢'=1

k
E[PZIE[P7:] + Y E[P)
=1

by eq. (27). Taking aside the term E[PZ], we have:

2
E[PZQ'L] = E[(Re <Z RZa az)
d d
= Y UailleiE[ReaRua]
a=la'=1
= Z E[R?,] {entries of R are i.i.d.}
= UQHUz*HZ =0 {as U] =1}
Replacing,
E(PI'P)? = (K —k)o* +kE[P}]  (32)

and remains to compute the expectation in the last
term: E[P}] =

UsiUs B[R, Rio]

d d
U:ZE[RZ}E] + SZ Z

a=1 a=1a’'=1,a’#a
by eq. (29). Now denote uy = E[R},],V{ =
wk,a =1,..,d, and 0 = E[RZ,], and rearrange,
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this further equals:

U2U?.

d d d
M4ZU§i+3O’4Z Z ai~a’t

a=la'=1 a/yéa

pa — 30) Z Uy + 30* Z Z U2U?,

a=1la’'=1

(14— 30%) Z Ui + 30| U;||*

a=1

d
(14 — 30™*) Z UL +30% {since ||U;]| =1}
a=1

Finally, we plug this back into eq. (32), which gives:

d
E(PTP)Y] = (K —k)o" +k(us —30") > Ul
a=1
+ 30k
d
_ 4 Ha 4
= ko (k—1+ (04—3)ZIUM+3>
" d
4 4 4
- ko <k+2+ (04—3)2%)
Case i # j:
E[(PP)?] = ...
k 2 E K
g (z pmpej> -3 3 Elpur, )
/=1 {=1¢'=1
k k k
= > Y E[PuPylE[PyiPy;]+ > E[P;P]
0=10'=1,0'#L =1
k
= > E[P;P] {by eq. (28)} (33)

Calculating E[PEiPEQj} we get:

E[P; P} =
d 2/.4d 2
E [(Z RlaUai> (Z RZa’Ua/j>
a=1 a’=1
d d

d
Z UaiUqriUpj Uy jE[Rga Reqr Rev Rey |
=1

)

d
> _UaiUElRL)...
a=1

d d

[R?a]E[R?a’]‘“

> >

a=1a'=1,a'#a

UZUE
UaiUariUasUar;E[R7,JE[ Ry ...

UaiUaiUar;UasE[RZ,E[RZ,/]
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since all odd moments are 0. This further equals:

M4ZUMU3J+U Z Z
a=1a’=1,a’'#a
2042 Z

a=1a'=1,a'#a

2 172
ULUZ,...
Uaan’anj Ua’j

d
(na = 30") > UziUsj + o*|Ui|* + 20" (UF U;)?

a=1

d
(na —30") > UsUs; + o

a=1

as U'U; =0 and ||U;]| = 1.
Replacing this into eq. (33), we have that:

d
k(pg — 30™) Z UZUZ; + ko'

kot (( - 3) Z U2U2 + 1)

E[(PF;)?]

Step 8 Putting everything together, after some alge-
bra we arrive at the following closed form expression:
E[PTPAPTP] =

ok |k + 1A + Te(A) I, + (“ (34)
0'

) Z i
where A; is the following diagonal matrix:

d
Zazl

UzU 0

A;

0 a1 UsiUZ,

The diagonal matrix obtained in eq. (34) holds the
eigenvalues of the matrix expectation of our interest,
E[RT RERT R]. Assembling this with eq. (30) to bring
back the eigenvectors we have the final result that con-
cludes the proof: E[RTRERTR] =

otk (35)

(k+1)S + Te(2) 1y + (

)ZAA

A;

with the diagonal matrices

Diag_, (X4, U2U%). ®
4 Discussion

4.1 On the distribution of entries of R

Throughout so far, we did not require the random pro-
jection matrix R to have the Johnson-Lindenstrauss
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property, or to have the Restricted Isometry Property.
Our analysis suggests that these properties may be
stronger than what is needed to carry out linear re-
gression in a random subspace. In fact the distribu-
tion of the entries of R is not even required to have
a moment generating function for the existence of the
matrix expectation that has been at the heart of our
proof, and the moments of the entries of R that are
higher than four make no difference to the form of this
expectation.

We have seen that the matrix expectation involved has
a term that depends on the excess kurtosis of the en-
tries of R. For platikurtic distributions the excess kur-
tosis is negative and so is the last term in eq. (21). Our
bound tightens for these distributions. For leptokur-
tic distributions the excess kurtosis is positive so we
may expect that strongly kurtotic distributions are less
appropriate to make a good R. This is in remarkable
analogy with what is known for Johnson-Lindenstrauss
embeddings, where an R with sub-Gaussian entries is
known to be a near-isometry whereas an R with heavy-
tailed entries is less so.

It may be worth noting that whenever the distribu-
tion of the entries of R have zero excess kurtosis then
the upper bound on the expected bias term holds with
equality since the last term on the r.h.s. of Lemma
2 cancels out. As an obvious example, for a random
matrix R with i.i.d. Gaussian entries we have that the
excess kurtosis is zero. Unsurprisingly, this makes the
random projection step rotationally invariant — that is,
the orientation of the training set axes makes no differ-
ence. It is interesting to note that there also exist non-
Gaussian random matrices that are not rotationally
invariant but have entries with zero excess kurtosis.
For example, the following sparse random projection
matrix that was originally proposed for computational
efficiency in [2], also has k = 0:

B —0vV3 w.p.1/6
Ri; %0, w.p.2/3 (36)
V3 w.p.1/6
Indeed, one can easily verify that Var(R;;) = 02, and

E[R};] = 30*, so k = 0. Therefore, our bound on the
bias of compressive OLS (and the overall expected risk
bound) is exactly the same if we use this sparse R as
if we use the Gaussian R.

An example of platicurtic random matrix, also pro-
posed in [2], is to have the entries drawn i.i.d. from
{-1,41} with probability 1/2 each. Then the excess
kurtosis is kK = —2. Both of these random matrices
happen to have the Johnson-Lindenstrauss property
[2]; however, as pointed out already, the R in our The-
orem 1 can be from a much larger class.
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4.2 Comparison with previous bounds on
RP-OLS, and new bounds with high
probability in the case of subgaussian R

Let us contrast eq. (25), i.e. the our bound on the
expected bias, with the JLL-based approach used in
previous work [12], which yielded to the following:

%HXTw — XTRTRw||? < |lw|* Tr(%) - zlog %
(37)

with probability 1 — ¢, R must be subgaussian.

We see that our bound eliminated the log(N) factor
and otherwise it has a very similar flavour. In particu-
lar, ||w||22+TT(E)Id < 2||lw||?Tr(X) by Hélder inequality.

Of course, eq.(37) is a high probability bound whereas
our Theorem 1 is a bound on the expectation of the
excess risk. From eq. (13) we can trivially obtain the
following h.p. bound by using Markov inequality for
the bias term (as the variance term deterministically
holds for any choice of R): For any § > 0, the following
holds with probability at least 1 — §:

) 11
Ey|r[Lr(wr)]—L(w) < 7N+g'E'||w\|%+(1+m)Tr(z)1d

(38)

We have not made an effort to improve the 1/§ depen-
dence under the general conditions of Theorem 1, but
in the case of R with i.i.d. subgaussian entries we give
the following upper and lower bounds on the bias term
— both of these are of the same order as our bound in
Theorem 1, and independent of V.

Theorem 2 Let X € RN Y = XXT/N fized, and

denote p = rank(X). Let R € R**? be a random matriz
with i.i.d. 0-mean subgaussian entries with variance
1/k . Then, for any § > 0, the following upper and
lower bounds hold simultaneously w.p. 1 —0:

1
NHXTw — XTRTRuw|? < ...

2
2log(4/8) P 2log(4/8) 2
(oo (2 s (T s
—wT S + 4y 21%(4/5) w12 Amae (2)

1
NuxTw — XTRTRw|? > ...

2
2log(4/8) P 2log(4/4) 2
<1 - z\/;) (\/%7 c- J:k) )1 Aninszo ()
+ +
—wTSw — 4@nwu2xmm¢o<z)

where C and ¢ are positive constants that only depend
on the ‘subgaussian norm’ of the rows of R; Amax(*)
and Aminz0(+) denote the largest and the smallest non-
zero eigenvalues respectively, and (-);+ = max(-,0).

Proof of Theorem 2. We prove the first part, and the
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second part goes analogously. Expanding the L.h.s,
wTYw + wT RTRERT Rw — 20" SRTRw  (39)
bound the last two terms w.h.p. By Rayleigh quotient,
w” R"RERT Rw < ||Rw||* Amax (RERT)
€2

<(1+el)|w||2‘(\/E+c+\/%)zxm(z) (40)

w.p. 1 —exp(—€3k/8) — exp(—ce3/2). In the last line

we used one side of the Johnson-Lindenstrauss Lemma
(noting that subgaussian random matrices with i.i.d.
entries satisfy this), and the known upperbound on the
largest singular value of a random matrix with i.i.d.
subgaussian entries [15] (Theorem 5.39). In the latter,
C and c¢ are positive constants that only depend on
the ‘subgaussian norm’ of the rows of R [15].

To bound the last term of eq.(39) we use one side of the
Johnson-Lindenstrauss Lemma for the inner product,
and then Holder inequality to get:

—2w"SRTRw < —2w" Sw + 2¢ - [[w I - |Jw]
< 20" Bw + 26 - w|*Amax () (41)

w.p. 1 —2exp(—€*k/8). Now, put together eqs (40)
and (41) by union bound, then equate each exponen-
tially decaying probability to §/4 and solve for the
corresponding € to get the first part of the statement
of Theorem 2.

Analogous arguments involving the other side of JLL
and the known lower bound on the smallest singular
value of subgaussian random matrices [15] (Theorem
5.39) yield the second part of Theorem 2. W

5 Conclusions

We gave improved bounds on the excess risk of com-
pressive ordinary least squares regression in the fixed
design setting. The new bounds remove a spurious fac-
tor of log(N) from the bias term of compressive OLS,
and have a clearer interpretation that reveals the struc-
ture of the problem that makes a linear regression task
solvable effectively in a random subspace of the data
space. As the main technical ingredient, we developed
a generalisation of a result of [13] for computing a ma-
trix expectation that was required in our proof, and
which may be of independent interest, e.g. in contexts
that involve dealing with singular covariances matri-
ces. Our upper bound on the expected excess risk
holds for any random projection matrix that has en-
tries drawn i.i.d. from a symmetric distribution with
finite first four moments. We also obtained high prob-
ability bounds of the same order when the random
projection matrix is subgaussian. Regarding the lat-
ter, it remains an open question whether it would be
possible to relax the subgaussianity assumption.
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