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A Details for the Permutation
Algorithm

Here, we describe the permutation algorithm used
in Section 3. The goal of this algorithm is to es-
timate an order vector k = (k1, k2, . . . , kd) where
ki ∈ {1, 2, . . . , d} so that M in Figure 2(b) approaches
a tridiagonal matrix. The algorithm is as follows:

Greedy Permutation Algorithm

Input: W and M.

• Initialization: Set k̂1 = 1 and the remaining index
set I = {2, . . . , d}, and make a matrix with zero
diagonal elements by M′ = M−Mdiag where
Mdiag denotes the diagonal matrix whose diagonal
elements are the diagonal ones in M.

• Repeat the following procedures from i = 2 to
i = d:

– Find k̂i by

k̂i = argmax
j∈I

m′
k̂i−1,j

(A1)

where m′
k̂i−1,j

denotes the (k̂i−1, j)-th

element in M′.

– Update I by removing k̂i:

I← I \ k̂i. (A2)

Output: k̂ = (k̂1, k̂2, . . . , k̂d).

By (A1), mk̂i−1,k̂i
for all i are made to take a large

value, and thus, M̂ , whose (i, j)-th element is mk̂i,k̂j
,

should be close to a tridiagonal matrix. Using k̂,
the row vectors in W were permuted as Wp =
(wk̂1

,wk̂2
, . . . ,wk̂d

)⊤ where wi denotes the i-th row
vector in W, and in Figure 2(c) and (d), we visual-
ized the performance matrix as WpA and correlation
matrix for the permuted sources Wpx.

B Undirected Graph for Natural
Images

This section presents an undirected graph for natu-
ral images as in Figure 6 for the outputs of simulated
complex cells. The graph is depicted in Figure A. It
shows that features with similar orientations or posi-
tions tend to be (conditionally) dependent.
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Figure A: An undirected graph for natural images. Each node corresponds to a feature estimated from natural
images, and only the links which have mi,j larger than 0.8 are displayed.


