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Lemma 1. Given any θ∗ ∈ Θ, there exists a con-
stant εθ∗ = δmin(θ∗)

1/γ2/(2D2)1/γ2 , where D2 and γ2

are the constants given in Assumption 1 such that
∆min(θ∗) ≥ εθ∗ . In other words, the minimum sub-
optimality distance is always positive.

Proof. For any suboptimal arm k ∈ K − k∗(θ), we
have µk∗(θ)(θ) − µk(θ) ≥ δmin(θ) > 0. We also know
that µk(θ′) ≥ µk∗(θ)(θ

′) for all θ′ ∈ Θk. Hence for any
θ′ ∈ Θk at least one of the following should hold: (i)
µk(θ′) ≥ µk(θ)−δmin(θ)/2, (ii) µk∗(θ)(θ

′) ≤ µk∗(θ)(θ)+
δmin(θ)/2. If both of the below does not hold, then we
must have µk(θ′) < µk∗(θ)(θ

′), which is false. This
implies that we either have µk(θ)−µk(θ′) ≤ δmin(θ)/2
or µk∗(θ)(θ)−µk∗(θ)(θ

′) ≥ −δmin(θ)/2, or both. Recall
that from Assumption 1 we have |θ − θ′| ≥ |µk(θ) −
µk(θ′)|1/γ2/D1/γ2

2 . This implies that |θ − θ′| ≥ εθ for
all θ′ ∈ Θk.

Lemma 2. Consider a run of the greedy policy un-
til time t. Then, the following relation between
θ̂t and θ∗ holds with probability one: |θ̂t − θ∗| ≤∑K
k=1 wk(t)D1|X̂k,t − µk(θ∗)|γ1

Proof. Assumption 2 ensures that the reward func-
tions are either monotonically increasing or decreas-
ing. We generate imaginary functions that are µk(θ) =
µ̃k(θ) for θ ∈ Θ and for y, y′ ∈ [0, 1],

|µ̃−1
k (y)− µ̃−1

k (y′)| ≤ D1|y − y′|γ1 (1)

We have also µ̃−1
k (y) > 1 when y > maxθ∈Θ µk(θ) and

µ̃−1
k (y) < 0 when y < minθ∈Θ µk(θ).Then,

|θ∗ − θ̂t| = |
K∑
k=1

wk(t)θ̂k,t − θ∗|

=

K∑
k=1

wk(t)|θ∗ − θ̂k,t|

≤
K∑
k=1

wk(t)|µ̃−1
k (X̂k,t)− µ̃−1

k (µ̃k(θ∗))|

≤
K∑
k=1

wk(t)D1|X̂k,t − µk(θ∗)|γ1 , (2)

where we need to look at following two cases for the
first inequality. The first case is X̂k,t ∈ Yk where
the statement immediately follows. The second case
is X̂k,t /∈ Yk, the global parameter estimator θ̂k,t is
either 0 or 1.

Lemma 3. For given global parameter θ∗, the one
step regret of the greedy policy is bounded by rt(θ∗) =

µ∗(θ∗) − µIt(θ∗) ≤ 2D2|θ∗ − θ̂t|γ2 with probability 1,
where It is the arm selected by the greedy policy at
time t ≥ 2.

Proof. Note that It ∈ arg maxk∈K µk(θ̂t). Therefore,
we have

µIt(θ̂t)− µk∗(θ∗)(θ̂t) ≥ 0. (3)

We have µ∗(θ∗) = µk∗(θ∗)(θ∗). Then, we can bound

µ∗(θ∗)− µIt(θ∗)
= µk∗(θ∗)(θ∗)− µIt(θ∗)

≤ µk∗(θ∗)(θ∗)− µIt(θ∗) + µIt(θ̂t)− µk∗(θ∗)(θ̂t)

= µk∗(θ∗)(θ∗)− µk∗(θ∗)(θ̂t) + µIt(θ̂t)− µIt(θ∗)

≤ 2D2|θ∗ − θ̂t|γ2 (4)

, where the first inequality followed by inequality 3 and
second inequality by Assumption 1.

Lemma 4. For any t ≥ 2 and given global parameter

θ∗, we have Gx
θ∗,θ̂t

⊆ ∪Kk=1Fkθ∗,θ̂t((
x
D1

)
1
γ1 ) with proba-

bility 1.

Proof.

{|θ∗ − θ̂t| ≥ x}

⊆ {
K∑
k=1

wk(t)D1|X̂k,t − µk(θ∗)|γ1 ≥ x}

⊆ ∪Kk=1{wk(t)D1|X̂k,t − µk(θ∗)|γ1 ≥ wk(t)x}
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= ∪Kk=1{|X̂k,t − µk(θ∗)| ≥ (
x

D1
)

1
γ1 } (5)

, where the first inequality followed by Lemma 2 and
second inequality by the fact that

∑K
k=1 wk(t) = 1.


