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1 Derivations in Section 3.2

ForXc = {xi}i∈c
iid∼ p(x|β,θ), we have

p(t̄c|β,θ) = exp

{
β|c|〈t̄c,θ〉 − β|c|ψ(θ)−

∑
i∈c

hβ(xi)

}
. (1)

For notational simplicity, we let t̄c = y from now. By the normalization property,

β|c|ψ(θ) = log

∫
exp

{
β|c|〈y,θ〉 −

∑
i∈c

hβ(xi)

}
dy. (2)

Differentiating both sides by θ yields

β|c|dψ(θ)

dθ
=

∫
β|c|y · p(y|β,θ)dy,

dψ(θ)

dθ
= E[y]. (3)

Also, we have

β|c|∂
2ψ(θ)

∂θj∂θk
=

∫
β|c|yjp(y|β,θ)

(
β|c|yj − β|c|

∂ψ(θ)

∂θk

)
dyj

= β2|c|2E[yjyk]− β2|c|2E[y]jE[y]k = β2|c|2cov(yj , yk). (4)

Hence,

1

β|c|
∂2ψ(θ)

∂θj∂θk
= cov(yj , yk) =

∫
(yj − E[y]j)(yk − E[y]k)p(y|β,θ)dyjdyk. (5)

Differentiating this again yields

1

β|c|
∂3ψ(θ)

∂θj∂θk∂θl
=

∫
(yj − E[y]j)(yk − E[y]k)(yl − E[y]l)p(y|β,θ)dyjdykdyl

= E[(yj − E[y]j)(yk − E[y]k)(yl − E[y]l)]. (6)

Unfortunately, this relationship does not continue after the third order; the fourth derivative of ψ(θ) is not exactly match
to the fourth order central moment of y. However, one can easily maintain the mth order central moment by manipulating
the mth order derivative of ψ(θ), and mth order central moment always have the constant term (β|c|)−m.

Equation (40) of the paper is a simple consequence of the equation (6). To prove the equation (41) of the paper, we use the
following relationship:

E
[
εφ(x̄c)

∆φ(x̄c)

]
≈ E[εφ(x̄c)]

E[∆φ(x̄c)]
− cov(εφ(x̄c),∆φ(x̄c))

E[∆φ(x̄c)]2
+

E[εφ(x̄c)]var[∆φ(x̄c)]

E[∆φ(x̄c)]3
. (7)

Now it is easy to show that this equation converges to zero when β → 0; all the expectations and variances can be obtained
by differentiating ψ(θ) for as many times as needed.


