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Supplementary material for

Estimation from Pairwise Comparisons:
Sharp Minimax Bounds with Topology Dependence

A Proof of Theorem 1

We split the proof into two parts, corresponding to the upper and lower bounds respectively. The proofs for
different models involve some common techniques, and so we begin by introducing these auxiliary underlying
results.

Recall the Laplacian L of the comparison graph. By virtue of being the Laplacian matrix of a graph with non-
negative edges, L is symmetric and positive-semidefinite. By the singular value decomposition, we can write
L = UTΛU where U ∈ Rd×d is an orthonormal matrix, and Λ is a diagonal matrix of nonnegative eigenvalues.
We will let L† denote the Moore-Penrose pseudoinverse of L. The Moore-Penrose pseudoinverse is given by
L† = UTΛ†U , where Λ† is a diagonal matrix with entries

Λ†
jj =

�
(Λ−1

jj ) if Λjj > 0

0 otherwise.

The all ones vector lies in the nullspace of L, and we will assume without loss of genenerality that the last row
of U is proportional to the all ones vector, and that Λdd = Λ−1

dd = 0.

A.1 Auxiliary results for upper bounds

All of our upper bounds make use of a general result for bounding the error of an M -estimator, which we
introduce here. Recall that Theorem 1 involves the minimax risk defined in the seminorm �v�L =

√
vTLv. It is

also convenient to introduce the seminorm �u�L† =
√
uTL†u, where L† is the Moore-Penrose pseudoinverse of L.

For future reference, we state and prove a lemma showing that these two seminorms satisfy a restricted form of
the Cauchy-Schwarz inequality:

Lemma 3. Any two vectors u and v such that u ⊥ nullspace(L) or/and v ⊥ nullspace(L) must satisfy

|�u, v�| ≤ �u�L† �v�L. (7)

Proof. Since L = UTΛU and L† = UTΛ†U , we have

√
vTLv

√
uTL†u =

√
vTUΛUT v

√
uTUΛ†UTu = ��v�2��u�2 ≥ |��v, �u�|,

where we have defined �v : =
√
ΛUT v and �u : =

√
Λ†UTu. Continuing on,

��v, �u� = vTU
√
Λ
√
Λ†UTu = vTUUTu,

where we have used the fact that u or/and v are orthogonal to the null space of L. Since U is orthonormal, we
conclude that ��v, �u� = �v, u�, which completes the proof.

We now are equipped to state and prove a general lemma on M -estimators. Given a loss function � : Rd → R,
consider the M -estimator

�w ∈ arg min
w∈W

�(w), where W is a subset of W̄ : = {w ∈ Rd | �1, w� = 0}. (8)

We assume that � is differentiable and strongly convex at w∗ with respect to the seminorm � · �L, meaning that
there is some constant γ > 0 such that

�(w∗ +∆)− �(w∗)− �∇�(w∗), ∆� ≥ γ�∆�2L (9)

for all perturbations ∆ ∈ Rd such that (w∗ +∆) ∈ W.
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Lemma 4 (Upper bound for M -estimators). For any differentiable loss function satisfying the γ-strong convexity
condition (9) and any vector w∗ ∈ W, we have

� �w − w∗�L ≤ 1

γ
�∇�(w∗)�L† , (10)

where �u�L† =
√
uTL†u is the seminorm defined by the Moore-Penrose pseudoinverse of L.

Proof. Since �w and w∗ are optimal and feasible, respectively, for the original optimization problem, we have
�( �w) ≤ �(w∗). Defining the error vector ∆ = �w−w∗, adding and subtracting the quantity �∇�(w∗), ∆� yields the
bound

�(w∗ +∆)− �(w∗)− �∇�(w∗), ∆� ≤ −�∇�(w∗), ∆�.

By the γ-convexity condition, the left-hand side is lower bounded by γ�∆�2L. As for the right-hand side, note
that ∆ satisfies the constraint �1, ∆� = 0, and thus is orthogonal to the nullspace of the Laplacian matrix L.
Therefore, by Lemma 3, we have |�∇�(w∗), ∆�| ≤ �∇�(w∗)�L† �∆�L. Combining the pieces yields the claimed
inequality (10).

A.2 Auxiliary results for lower bounds

Our lower bounds make use of a technical lemma, standard in minimax analysis. Suppose that our goal is to
bound the minimax risk of estimating a parameter w over an indexed class of distributions P = {Pw | θ ∈ Ω} in
the square of a seminorm ρ. Consider a collection of vectors {w1, . . . , wM} contained within Ω such that, for all
distinct pairs of indices j, k ∈ [M ],

ρ
�
wj , wk

�
≥ δ and D(Pwj � Pwk) ≤ β. (11)

We refer to any such subset as an (δ, β)-packing set.

Lemma 5 (Pairwise Fano minimax lower bound). Suppose that we can construct a (δ, β)-packing with cardinality
M . Then the minimax error is lower bounded as

Mn

�
θ(P); ρ2

�
≥ δ2

2

�
1− β + log 2

logM

�
. (12)

Note that the relevant seminorm for Theorem 1 is given by ρ(w1, w2) = �w1 − w2�L. The following lemma will
be employed to construct packings for the subsequent proofs.

Define the integer

M(α) : =

�
exp

�d

2

�
log 2 + 2α log 2α+ (1− 2α) log(1− 2α)

���
. (13)

Lemma 6. For any pair δ > 0 and α ∈ (0, 1
4 ), there exists a set of M(α) vectors of length d such that

αδ2 ≤ �wj − wk�2L ≤ δ2 for all j �= k ∈ [M(α)].,

and

�1, wj� = 0 for all j ∈ [M(α)].

Proof: The Gilbert-Varshamov bound guarantees the existence of a binary code {z1, . . . , zN} in dimension (d−1),
minimum Hamming distance �αd�, and the number of code words N at least

N ≥ 2d−1

��αd�−1
�=0

�d−1
�

� .
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Since d ≥ 2 and α ∈ (0, 1
4 ), we have

�αd� − 1

d− 1
≤ 2α ≤ 1

2
.

Applying standard bounds on the tail of the binomial distribution gives

1

2d−1

�αd�−1�

�=0

�
d− 1

�

�
≤ exp

�
− (d− 1)DKL(

�αd� − 1

d− 1
�1
2
)
�

≤ exp
�
− (d− 1)DKL(2α�

1

2
)
�
,

and hence N ≥ M(α).

Defining the d-length vectors �wj =

�
zj

0

�
, this construction ensures that

αd ≤ � �wj − �wk�22 ≤ d for all distinct j, k ∈ [M(α)].

Our desired packing {w1, . . . , wM(α)} is then given by the vectors wj : = δ√
d
UT

√
Λ† �wj for each j ∈ [M(α)]. Given

this definition, we have

�1, wj� = δ√
d
1TUT

√
Λ† �w = 0,

since the all-ones vector lies in the nullspace of the matrix L† = UTΛ†U . On the other hand, for any pair of
distinct vectors in this set, we have

(wj − wk)TL(wj − wk) =
δ2

d
( �wj − �wk)T

√
Λ†ULUT

√
Λ†( �wj − �wk)

=
δ2

d
( �wj − �wk)T

√
Λ†Λ

√
Λ†( �wj − �wk)

=
δ2

d
� �wj − �wk�22,

where the last step makes use of the fact that the last coordinate of each vector �wj and �wk is zero. It follows
that αδ2 ≤ �wj − wk�2L ≤ δ2, which completes the proof.

A.3 Proof of part (a): Paired linear model

We now turn to the proof of Theorem 1(a) on the minimax rate for the paired linear model (Paired Linear).

A.3.1 Upper bound

The maximum likelihood estimate in the paired linear model is a special case of the general M -estimator (8) with

�(w) : = 1
2n

�n
i=1

�
yi − �xi, w�

�2
. For this quadratic objective function, it is easy to verify that the γ-convexity

condition holds with γ = 1. In particular, note that the Hessian of � is given by L = XTX/n.

It remains to upper bound �∇�(w∗)�L† . The paired-linear observation model (Paired Linear) can be written
in a vectorized form as y = Xw∗ + ε, and hence ∇�(w∗) = XT ε/n. Consequently, we have

�∇�(w∗)�2L† =
1

n2
εTXL†XT ε.

Observe that ε has independent zero-mean components, and each component i ∈ [n] has its second moment
bounded as E[ε2i ] = σ2. Since L = 1

nX
TX, we have

E[ 1
n
εTXL†XT ε] = σ2tr(XL†XT ) = σ2(d− 1).

Applying Lemma 4 gives the desired result

E[�∆�2L] ≤ σ2 d− 1

n
.
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A.3.2 Lower bound

Based on the pairwise Fano lower bound stated earlier in Lemma 5, we need to construct a suitable (δ, β)-packing,
where the seminorm ρ(wj , wk) = �wj − wk�L is defined by the Laplacian. Given the additive Gaussian noise
observation model, we have

D(Pwj � Pwk) =
n

2σ2
�wj − wk�2L, (14)

With the packing from Lemma 6, Lemma 5 guarantees that

Mn(θ(P); � · �2L) ≥
αδ2

2

�
1−

nδ2

2σ2 + log 2

logM(α)

�
.

Choosing δ2 = 0.01σ2 d
n and setting α = 0.01 proves the claim for d > 9.

For the case of d ≤ 9, consider the packing set comprising the three d-length vectors w1 = [ δ√
2

− δ√
2

0 · · · 0]T ,
w2 = −w1 and w3 = [0 · · · 0]T , for some δ > 0. From the calculations made for the general case above, we

have minj,k �wj − wk�2L ≥ δ2 and maxj,k DKL(Pwj�Pwk) ≤ 2nδ2

σ2 . Choosing δ2 = σ2 log 2
4n and applying Lemma 5

proves the claim.

A.4 Proof of part (b): Thurstone

We now turn to the proof of Theorem 1(b) of the minimax rate for the Thurstone model (Thurstone).

A.4.1 Upper bound

Let Φ and φ denote respectively the CDF and PDF of the standard Gaussian N(0, 1) distribution. For the
Thurstone model, the rescaled negative log likelihood takes the form

�(w) = − 1

n

n�

i=1

�
I[yi = 1] log Φ

� �xi, w�
σ

�
+ I[yi = −1] log

�
1− Φ

� �xi, w�
σ

���
.

and the MLE is obtained by constrained minimization over the set

WB : =
�
w ∈ Rd | �1, w� = 0, and �w�∞ ≤ B

�
. (15)

Our first auxiliary result shows that the loss function � is lower bounded by a quadratic form determined by the
design matrix X ∈ Rn×d whose ith row is given by xT

i .

Lemma 7. For all pairs v, w ∈ WB, we have

vT∇2�(w)v ≥ c1
σ2

�Xv�22 where c1 = 4
π − 1.

Proof. The Hessian can be written as

∇2�(w) =
1

nσ2

n�

i=1

�
I[yi = 1]Ti1 + I[yi = −1]Ti2

�
xix

T
i ,

where

Ti1 : =
φ(wTxi/σ)2 − Φ(wTxi/σ)φ�(wTxi/σ)

Φ(wTxi/σ)2
, and

Ti2 : =
φ(wTxi/σ)2 + (1− Φ(wTxi/σ))φ�(wTxi/σ)

(1− Φ(wTxi/σ))2
.

The scalars {Ti1, Ti2}ni=1 are always non-negative (since Φ is log-concave), and hence maximum likelihood is a
convex optimization problem. In fact, we will show now that the scalars {Ti1, Ti2}ni=1 are all lower bounded by
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c1 := 4
π − 1. Supposing this lower bound is true, the quantity of interest vT∇2�(w)v is bounded as

vT∇2�(w)v = vT
1

nσ2

n�

i=1

�
I[yi = 1]Ti1 + I[yi = −1]Ti2

�
xix

T
i v

=
1

nσ2

n�

i=1

�
I[yi = 1]Ti1 + I[yi = −1]Ti2

�
�vT , xi�2

≥ 1

nσ2

n�

i=1

c1�vT , xi�2

= n
c1
σ2

�v�2L.

We will now complete the proof of this lemma by proving the claimed lower bounds on {Ti1, Ti2}ni=1. Let us begin
with Ti2 for some i ∈ [n]. Since �w�∞ ≤ B and since xi is a difference vector, we have

Ti2 ≥ inf
t∈[−2B/σ,2B/σ]

φ(t)2 + (1− Φ(t))φ�(t)

(1− Φ(t))2

= inf
t∈[−2B/σ,2B/σ]

� φ(t)

1− Φ(t)

�2 − t
φ(t)

1− Φ(t)
.

Applying standard bounds on the Gaussian distribution and making some algebraic manipulations gives

Ti2 ≥
� t+

�
t2 + 8

π

2

�2 − t
� t+

√
t2 + 4

2

�

=
2

π
− t

2

��
t2 + 4−

�
t2 +

8

π

�

=
2

π
− t

2

(t2 + 4)− (t2 + 8
π )√

t2 + 4 +
�

t2 + 8
π

=
2

π
−
�
2− 4

π

� t
√
t2 + 4 +

�
t2 + 8

π

≥ 4

π
− 1.

For any i ∈ [n], making use of the fact that Φ(−t) = 1− Φ(t) and φ(−t) = φ(t), we have

Ti1 ≥ inf
t∈[−2B/σ,2B/σ]

φ(t)2 − Φ(t)φ�(t)

Φ(t)2

= inf
t∈[−2B/σ,2B/σ]

φ(t)2 + (1− Φ(t))φ�(t)

(1− Φ(t))2

≥ 4

π
− 1.

Here the final inequality results from the arguments made above for the case of Ti2 .

Defining the difference vector ∆ := �w − w∗, Lemma 7 guarantees that

�(w∗ +∆)− �(w∗)− �∇�(w∗), ∆� ≥ c1
σ2

�∆�2L.

Applying Lemma 4 gives

�∆�L ≤ σ2

c1
�∇�(w∗)�L† . (16)
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It remains to upper bound the quantity ∇�(w∗)TL†∇�(w∗). Observe that the gradient takes the form

∇�(w∗) =
−1

nσ

n�

i=1

�
I[yi = 1]

φ(�w∗, xi�/σ)
Φ(�w∗, xi�/σ)

− I[yi = −1]
φ(�w∗, xi�/σ)

1− Φ(�w∗, xi�/σ)
�
xi.

Define a random vector θ ∈ Rn with independent components as

θi =

�
φ(�w∗, xi�/σ)
Φ(�w∗, xi�/σ) w.p. Φ(�w∗, xi�/σ)
−φ(�w∗, xi�/σ)
1−Φ(�w∗, xi�/σ) w.p. 1− Φ(�w∗, xi�/σ).

(17)

With this notation, we have ∇�(w∗) = −1
nσX

T θ, and hence

∇�(w∗)TL†∇�(w∗) =
1

n2σ2
θTXL†XT θ.

Observe that the absolute value of every component of the random vector θ is upper bounded by

sup
w∈WB

φ(wTxi/σ)

Φ(wTxi/σ)(1− Φ(wTxi/σ))
≤ 1√

2πΦ(2B/σ)(1− Φ(2B/σ))
=

1√
2πκ

.

Furthermore, since each coordinate of θ is independent and of mean zero, for any positive-semidefinite matrix M
it must be that

E[θTMθ] ≤ 1

2πκ2
tr(M).

Recall that L = 1
nX

TX and tr( 1nXL†XT ) = d− 1. Consequently,

E[ 1

n2σ2
θTXL†XT θ] ≤ 1

2πκ2

d− 1

nσ2
.

Substituting this inequality in (16) gives the desired result:

E[�∆�2L] ≤
σ2

2πc21κ
2

d− 1

n
.

A.4.2 Lower bound

As before, we let Φ and φ denote respectively the CDF and PDF of the standard Gaussian distribution. For any
pair of weight vectors wj and wk, the KL divergence between the distributions Pwj and Pwk is given by

DKL(Pwj�Pwk) =
n�

i=1

Φ(�wj , xi�/σ) log
Φ(�wj , xi�/σ)
Φ(�wk, xi�/σ)

+ (1− Φ(�wj , xi�/σ)) log
1− Φ(�wj , xi�/σ)
1− Φ(�wk, xi�/σ)

.

Observe that for any c > 0, it must be that log c ≤ c− 1. It follows that for any a, b ∈ (0, 1), log a
b ≤ a

b − 1 and
hence a log a

b ≤ (a− b)ab . Applying this argument gives

DKL(Pwj�Pwk) ≤
n�

i=1

(Φ(�wj , xi�/σ)− Φ(�wk, xi�/σ))
Φ(�wj , xi�/σ)
Φ(�wk, xi�/σ)

−
�
Φ(�wj , xi�/σ))− Φ(�wk, xi�/σ)

� 1− Φ(�wj , xi�/σ)
1− Φ(�wk, xi�/σ)

≤
n�

i=1

(Φ(�wj , xi�/σ)− Φ(�wk, xi�/σ))2

Φ(�wk, xi�/σ)(1− Φ(�wk, xi�/σ))
.
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Since �w�∞ ≤ B, we have

DKL(Pwj�Pwk) ≤
n�

i=1

(Φ(�wj , xi�/σ)− Φ(�wk, xi�/σ))2

Φ(2B/σ)(1− Φ(2B/σ))

≤
n�

i=1

φ(0)2

Φ(2B/σ)(1− Φ(2B/σ))
(�wj , xi�/σ − �wk, xi�/σ)2

=
n

2πσ2Φ(2B/σ)(1− Φ(2B/σ))
(wj − wk)TL(wj − wk).

Lemma 6 guarantees the existence of a packing set {w1, . . . , wM(α)} such that �1, wj� = 0 for all j ∈ [M(α)], and
moreover such that

αδ2 ≤ �wj − wk�2L ≤ δ2 for all distinct pairs j, k ∈ [M(α)].

In order to apply this packing, we need to verify that each vector wj also satisfies the boundedness constraint
�wj�∞ ≤ B. We claim that this boundedness condition holds when

δ2 = 0.01
σ2d

n
× 2πΦ(2B/σ)(1− Φ(2B/σ)) (18)

From the proof of Lemma 6, we have wj = δ√
d
UT

√
Λ† �wj , where �wj has all its entries in {−1, 0, 1}. Consequently,

�wj�∞ ≤ δ√
d
�
√
Λ† �wj�2

(i)
≤ δ√

d

�
tr(Λ†)

(ii)
=

δ√
d

�
tr(L†)

(iii)
≤ B

where inequality (i) follows from the fact that �wj has entries in {−1, 0, 1}; equality (ii) follows since L† = UTΛ†U

by definition; and inequality (iii) follows from our choice (18) of δ and our assumption n ≥ cσ2κtr(L†)
B2 on the

sample size with c = .01. Finally, observe that

max
j,k

DKL(Pwj�Pwk) ≤ nδ2

2πσ2Φ(2B/σ)(1− Φ(2B/σ))
, and min

j,k
�wj − wk�2L ≥ αδ2.

We have thus constructed a packing suitable for application of Lemma 5, and doing so yields the lower bound

� �w − w∗�2L ≥ α

2
δ2
�
1−

δ2n
2πσ2Φ(2B/σ)(1−Φ(2B/σ)) + log 2

logM(α)

�
.

Substituting our choice (18) of δ and setting α = 0.01 proves the claim for d > 9.

For the case of d ≤ 9, consider the packing set comprising the three d-length vectors w1 = [ δ√
2

− δ√
2

0 · · · 0]T ,
w2 = −w1 and w3 = [0 · · · 0]T , for some δ > 0. From the calculations made for the general case above, we

have minj,k �wj − wk�2L ≥ δ2 and maxj,k DKL(Pwj�Pwk) ≤ 4nδ2

2πκσ2 . Choosing δ2 = κσ2

2n and applying Lemma 5
proves the claim.

A.5 Proof of part (c): BTL model

We now turn to the proof of Theorem 1(c) on the minimax rate for the BTL model (BTL).

A.5.1 Upper bound

In this case, the maximum likelihood estimate is given by �w ∈ arg min
w∈WB

�(w), where

�(w) =
1

n

n�

i=1

log
�
1 + exp

�−yi�w, xi�
σ

��
.
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This loss function has gradient and Hessian, respectively, given by

∇�(w) =
1

nσ

n�

i=1

−yie
−yi�w, xi�

σ

1 + e
−yi�w, xi�

σ

xi, and ∇2�(w) =
1

n2σ2

n�

i=1

e
−yi�w, xi�

σ

�
1 + e

−yi�w, xi�
σ

�2xix
T
i .

By inspection, the Hessian is positive semi-definite, showing that � is convex. Moreover, a simple calculation shows

that any observation yi ∈ {−1, 1} and any differencing vector xi, we have infw∈WB
e
−yi�w, xi�

σ�
1+e

−yi�w, xi�
σ

�2 ≥ 1�
e
B
σ +e−

B
σ

�2 .

Thus, defining the difference vector ∆ := �w − w∗, we find that

�(w∗ +∆)− �(w∗)− �∇�(w∗), ∆� ≥ ∆T∇2�(w∗)∆ ≥ 1

σ2
�
e

B
σ + e

−B
σ

�2 ∆TL∆.

Applying Lemma 4 gives

�∆�L ≤ σ2
�
e

B
σ + e

−B
σ
�2�∇�(w∗)�L† . (19)

Now define a random vector θ ∈ Rn with independent components

θi =






−e
�w∗, xi�

σ

1+e
�w∗, xi�

σ

with probability 1

1+e
�w∗, xi�

σ

e−
�w∗, xi�

σ

1+e−
�w∗, xi�

σ

with probability 1

1+e−
�w∗, xi�

σ

With this notation, we have ∇�(w∗) = − 1
nσX

T θ, and hence

∇�(w∗)TL†∇�(w∗) =
1

n2σ2
θTXL†XT θ.

Observe that the absolute value of every component of the random vector θ is upper bounded by 1. Furthermore,
since each coordinate of θ is independent and of mean zero, for any positive-semidefinite matrix M it must be
that

E[θTMθ] ≤ tr(M).

Recall that L = 1
nX

TX and tr( 1nXL†XT ) = d− 1. Consequently,

E[ 1

n2σ2
θTXL†XT θ] ≤ d− 1

nσ2
.

Substituting this inequality in (19) gives

E[�∆�2L] ≤ σ2
�
e

B
σ + e

−B
σ
�4 d− 1

n
.

Setting e
B
σ + e

−B
σ ≤ 2e

B
σ proves the claim.

A.5.2 Lower bound

Consider the function

Ψ(w, x) = log
�
exp

�wa(x)

σ

�
+ exp

�wb(x)

σ

��
−

wa(x) + wb(x)

2σ
,

where a(x) and b(x) denote the indices of the 1 and −1, respectively, in the differencing vector x.

Given a single observation pair (y, x) from the BTL model, the associated likelihood can be written as

P[y;w, x] = exp
� y

2σ
�w, x� −Ψ(w, x)

�
.
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The Kullback-Leibler divergence between a pair Pwj and Pwk is given by

D(Pwj � Pwk) =
1

2σ

1− e
(wj)T x

σ

1 + e
(wj)T x

σ

�wj − wk, x� − �wj − wk, ∇Ψ(wj , x)�+ 1

2
(wj − wk)T∇2Ψ( �w, x)(wj − wk).

for some �w on the line joining wj and wk. A straightforward computation yields

∇Ψ(wj , x) =
1

2σ

1− e
(wj)T x

σ

1 + e
(wj)T x

σ

x, and ∇2Ψ( �w, x) = 1

2σ2

1

e
( �w)T x

σ + e
−( �w)T x

σ + 2
xxT ≤ 1

8σ2
xxT ,

from which it follows that

D(Pwj � Pwk) ≤ 1

8σ2
(wj − wk)TxxT (wj − wk).

Aggregating over all samples, and observing that the distribution of the observation is independent across samples,
we get

D(Pwj (y) � Pwk(y)) ≤ n

8σ2
(wj − wk)TL(wj − wk).

Lemma 6 guarantees the existence of a packing set {w1, . . . , wM(α)} such that �1, wj� = 0 for all j ∈ [M(α)], and
moreover such that

αδ2 ≤ �wj − wk�2L ≤ δ2 for all distinct pairs j, k ∈ [M(α)].

In order to apply this packing, we need to verify that each vector wj also satisfies the boundedness constraint
�wj�∞ ≤ B. We claim that this boundedness condition holds when

δ2 = 0.08
σ2d

n
(20)

From the proof of Lemma 6, we have wj = δ√
d
UT

√
Λ† �wj , where �wj has all its entries in {−1, 0, 1}. Consequently,

�w�∞ ≤ δ√
d
�
√
Λ† �wj�2

(i)
≤ δ√

d

�
tr(Λ†)

(ii)
=

δ√
d

�
tr(L†)

(iii)
≤ B

where inequality (i) follows from the fact that �wj has entries in {−1, 0, 1}; equality (ii) follows since L† = UTΛ†U

by definition; and inequality (iii) follows from our choice (20) of δ and our assumption n ≥ cσ2κtr(L†)
B2 on the

sample size with c = 0.01.

Finally, observe that

max
j,k

DKL(Pwj�Pwk) ≤ nδ2

8σ2
, and min

j,k
�wj − wk�2L ≥ αδ2.

We have thus constructed a packing suitable for application of Lemma 5, and doing so yields the lower bound

� �w − w∗�2L ≥ α

2
δ2
�
1−

nδ2

8σ2 + log 2

logM(α)

�
.

Substituting our choice (20) of δ and setting α = 0.01 proves the claim for d > 9.

For the case of d ≤ 9, consider the packing set comprising the three d-length vectors w1 = [ δ√
2

− δ√
2

0 · · · 0]T ,
w2 = −w1 and w3 = [0 · · · 0]T , for some δ > 0. From the calculations made for the general case above, we

have minj,k �wj − wk�2L ≥ δ2 and maxj,k DKL(Pwj�Pwk) ≤ nδ2

2σ2 . Choosing δ2 = σ2 log 2
n and applying Lemma 5

proves the claim.
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B Proof of Theorem 2

In the cardinal case, when each coordinate is measured the same number of times, the Cardinal model reduces
to the well-studied normal location model, for which the MLE is known to be the minimax estimator and its risk
is straightforward to characterize (see Lehmann and Casella [LC98] for instance).

In the ordinal case, the result follows from Theorem 1b, with L = 2
d(d−1)

�
dI − 11T

�
. Since �1, w∗� = �1, �w� = 0,

we have �w∗− �w�2
L

λmax(L) ≤ �w∗ − �w�22 ≤ �w∗− �w�2
L

λ2(L) . For our choice of L, we have λ2(L) = λmax(L) =
2

d−1 . Substituting
this relation in Theorem 1b gives the desired result.

C Materials and Methods for Experiments

We describe additional details of the experiments discussed in Section 6.

C.1 Simulations using Synthetic Data

Every data point in the plots using synthetic data is an average over 20 trial runs. In each run, the vector
w∗ ∈ Rd is constructed by first drawing an d-length vector from the distribution N(0, I) and shifting it to satisfy
�w∗, 1� = 0. In the simulations of Section 6.1.1 evaluating the effects of graph topology, each of the n samples
are obtained in the following manner. Given the graph topology, an edge is selected uniformly at random, and
the chosen edge determines the pair of items compared. The outcome of the comparison is generated as per
the Thurstone model. The value of σ is fixed to be 1. In the simulations of Section 6.3 evaluating the effects
of model misspecification, each of the n samples are obtained as follows. The pair to be compared is chosen
uniformly at random from the set of all

�d
2

�
pairs (i.e., samples from a complete topology). The outcome of this

comparison is generated as per the Thurstone model with a probability (1− �) and as per the BTL model with
a probability �. The value of σ is fixed to be 1 here as well. Given the n samples, inference is performed via the
maximum likelihood estimator for the Thurstone model, under the knowledge of the true σ.

C.2 Experiments on Amazon Mechanical Turk (MTurk)

Amazon Mechanical Turk (mturk.com), or MTurk in short, is an online “crowdsourcing” platform where indi-
viduals or businesses can put up a task, and any individual can log in and complete the tasks in exchange for a
payment that is specified along with the task.

Each set of MTurk experiments described in Section 6 is a subset of the following set of seven experiments. The
tasks were selected to have broad coverage of several important subjective judgment paradigms such as preference
elicitation, knowledge elicitation, audio and visual perception and skill utilization.

(a) Rating taglines for a product: A product was described and taglines for this product were shown (Figure 6a).
The worker had to rate each of these taglines in terms of its originality, clarity and relevance to this product.

(b) Estimating areas of circles: In each question, the worker was shown a circle in a bounding box (Figure 6b),
and the worker was required to identify the fraction of the box’s area that the circle occupied.

(c) Finding spelling mistakes in text: The worker had to identify the number of words that were misspelled in
each paragraph shown (Figure 6c).

(d) Estimating age of people from photographs: The worker was shown photographs of people (Figure 6d) and
was asked to estimate their ages.

(e) Estimating distances between pairs of cities: Pairs of cities were listed (Figure 6e) and for each pair, the
worker had to estimate the distance between them.

(f) Identifying sounds: The worker was presented with audio clips, each of which was the sound of a single key
on a piano (which corresponds to a single frequency). The worker had to estimate the frequency of the sound
in each audio clip (Figure 6f).

(g) Rating relevance of the results of a search query: Results for the query ‘Internet’ for an image search were
shown (Figure 1) and the worker had to rate the relevance of these results with respect to the given query.
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Figure 6. Screenshots of the tasks presented to the subjects. For each task, only one version (cardinal or ordinal)
is shown here.

Here are some additional details about the experiments. Each experiment comprised of 100 tasks, all comprising
the same set of questions but organized in either a cardinal or ordinal format at random. A worker were offered
20 cents per completed task. A worker was allowed to do no more than one task in an experiment. Workers
were required to answer all the questions in a task. Only those workers who had 100 or more approved works
prior to this and also had at least 95% approval rate were allowed. Workers from any country were allowed to
participate, except for the task of estimating distances between cities (for which only USA-based workers were
permitted since all questions involved American cities).

The analysis of Section 6.2.1 was performed in the following manner. Upon obtaining the data, we first reduced
the cardinal data obtained from the experiments into ordinal form by comparing answers given by the subjects
to consecutive questions. For five of the experiments ((b) through (f)), we had access to the “ground truth”
solutions, using which we computed the fraction of answers that were incorrect in the ordinal and the cardinal-
converted-to-ordinal data (any tie in the latter case was counted as half an error). For the two remaining
experiments ((a) and (g)) for which there is no ground truth, we computed the ‘error’ as the fraction of (ordinal
or cardinal-converted-to-ordinal) answers provided by the subjects that disagreed with each other.

The results of Figure 4a establishes the absence of a ‘data processing inequality’ between data converted from
cardinal elicitations to ordinal and data obtained by directly eliciting ordinal information. This absence of data-
processing inequality may be explained by the argument that the inherent evaluation process in the human
subjects is not the same in the cardinal and ordinal cases: humans do not perform an ordinal evaluation by
first performing cardinal evaluations and then comparing them (this is why it is frequently found to be easier to
compare than score [Bar03,SBC05]).

The analysis presented in Section 6.2.2 and Section 6.1.2 was performed as follows. For the ordinal data, we
evaluated the performance of the maximum likelihood estimators of the Thurstone model, and for the cardinal
data we evaluated the performance of the Cardinal model. Note that the cardinal data was not converted
to ordinal form in these two sections. The true and inferred vectors were first scaled to have their maximum
elements equal to 1 and minimum elements equal to −1; this mimics the effect of knowing the scaling B from
‘domain knowledge’. The (scaled) inferred vectors in either case were then compared with the (scaled) true vector

in terms of the error �w∗− �w�2
2

d .


