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Abstract

Consider the problem of identifying the un-
derlying qualities of a set of items based on
measuring noisy comparisons between pairs
of items. The Bradley-Terry-Luce (BTL) and
Thurstone models are the most widely used
parametric models for such pairwise compar-
ison data. Working within a standard min-
imax framework, this paper provides sharp
upper and lower bounds on the optimal error
in estimating the underlying qualities under
the BTL and the Thurstone models. These
bounds are are topology-aware, meaning that
they change qualitatively depending on the
comparison graph induced by the subset of
pairs being compared. Thus, in settings
where the subset of pairs may be chosen, our
results provide some principled guidelines for
making this choice. Finally, we compare these
error rates to those under cardinal measure-
ment models and show that the error rates in
the ordinal and cardinal settings have identi-
cal scalings apart from constant pre-factors.
We use this result to investigate the relative
merits of cardinal and ordinal measurement
schemes.

1 Introduction

In an increasing range of applications, it is of in-
terest to elicit judgements from non-expert humans.
Elicitation of preferences of consumers about prod-
ucts, either directly or indirectly, is a common prac-
tice [GCD81]. The data gathering process has been
facilitated by the emergence of several new “crowd-
sourcing” platforms, such as Amazon Mechanical Turk,
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that have become powerful, low-cost tools for collect-
ing human judgements [KDC+11, LRR11, vMM+08].
Crowdsourcing is employed not only for collection of
preferences, but also for collecting data: for instance,
rating responses of an online search engine to search
queries [Kaz11], or counting the number of malaria
parasites in an image of a blood smear [LOAF12].
Crowdsourcing has also become an indispensable tool
for labeling data for training machine learning al-
gorithms [HDY+12, RYZ+10, DDS+09]. Competitive
sports implicitly elicit comparative qualities between
individuals or teams [Ros07,HMG07]. Peer-grading in
massive open online courses (MOOCs) [PHC+13] is an
application gaining increasing popularity.

A common method of elicitation is through pairwise
comparisons. For instance, the decision of a consumer
to choose one product over another constitutes a pair-
wise comparison between the two products. Workers
in a crowdsourcing setup are often asked to compare
pairs of items: for instance, they might be asked to
identify the better of two possible results of a search
engine, as shown in Figure 1a. Competitive sports such
as chess or basketball also involve sequences of pairwise
comparisons of players or teams.

One use of pairwise comparisons is to estimate the in-
herent “qualities” or “weights” of the items being com-
pared (e.g., skill levels of chess players, relevance of
search engine results, etc.) The data obtained from
pairwise comparisons can be modeled as a noisy sam-
ple of these latent (real-valued) weights. Noise can
arise from a variety of sources. When objective ques-
tions are posed to human subjects, noise can arise from
their differing levels of expertise. In a sports competi-
tion, many sources of randomness can influence the
outcome of any particular match between a pair of
competitors. Thus, one important goal is to estimate
the latent qualities based on noisy data in the form
of pairwise comparisons. A related problem is that
of experimental design: assuming that we can choose
the subset of pairs to be compared (e.g., in designing a
chess tournament), what is the best such choice? Char-
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(a) Asking for a pairwise comparisons.

/ 100 

How relevant is this image for 
the search query 'INTERNET'? 

(b) Asking for a numeric score.

Figure 1: An example of eliciting judgements from people: rating the relevance of the result of a search query.

acterizing the fundamental difficulty of estimating the
weights will allow us to make this choice judiciously.
These tasks are the primary focus of this paper.

In more detail, we consider the two most pop-
ular models for pairwise comparisons: the
Thurstone (Case V) model [Thu27], and the Bradley-
Terry-Luce (BTL) model [BT52, Luc59]. The
Thurstone (Case V) model has been used in a va-
riety of both applied [Swe73, Ros07, HMG07] and
theoretical papers [B+05, Kra08, Nos85]. The BTL
model has been similarly popular in both theory
and practice [Nos85, AWL+98, KR82, HH10, LRS12,
GCD81, KZ87]. Both models involve a latent real
number as the weight of each item, and the outcome of
each comparison is some noisy version of the pairwise
comparison between the underlying scores of the two
items.

With this context, the contributions of this paper are
three-fold. First, we derive upper and lower bounds on
the minimax estimation rates under the two models.
Our upper and lower bounds on the squared �2 esti-
mation error agree up to constant factors: to the best
of our knowledge, despite the voluminous literature on
these two models, this provides the first sharp charac-
terization of the associated minimax rates. Moreover,
our error guarantees provide guidance to the practi-
tioner in assessing the minimax number of pairwise
comparisons to be made in order to guarantee a pre-
specified error. Our second contribution is to derive
bounds that are topology-aware, meaning that they de-
pend on the comparison graph induced by the subset
of pairs that are compared. Our theoretical analysis
reveals that the spectral gap of the graph Laplacian
plays a fundamental role, and provides guidelines for
the practitioner on how to choose the subset of compar-
isons to be made. Third, we employ our sharp bounds
to investigate when it is better to compare than to
score. When eliciting data, one often has the liberty to
ask for either cardinal values or for pairwise compar-
isons from the human subjects. These two options are
illustrated in Figure 1. One would like to adopt the ap-
proach that would lead to a better estimate. One may

be tempted to think that cardinal elicitation methods
are superior, since each cardinal measurement gives a
real-valued number whereas an ordinal measurement
provides at most one bit of information. Our bounds
show that, perhaps surprisingly, the scaling of the er-
ror in the cardinal and ordinal settings is identical up
to constant pre-factors. As we demonstrate, this result
allows for a comparison of cardinal and ordinal data
elicitation methods in terms of the per-measurement
noise alone, independent of the number of measure-
ments and the number of items.

2 Problem formulation

We begin with some background followed by a precise
formulation of the problem.

2.1 Generative models

Given a collection of d items to be evaluated, suppose
that each item has a certain numeric weight, and a
comparison of any pair of items is generated via a com-
parison of the two weights in the presence of noise. We
represent the weights as a vector w∗ ∈ Rd, so item
j ∈ [d] has weight w∗

j . Now suppose that we make n
pairwise comparisons: if comparison i ∈ [n] pertains to
items (ai, bi), then it can be described by a differencing
vector xi ∈ Rd, with entry ai equal to 1, entry bi equal
to −1, and the remaining entries set to 0.

In terms of this notation, the Thurstone (Case V)
model [Thu27] is based on making n i.i.d. observations
of the form

yi = sign

�
�xi, w

∗�+ �i

�
, for i ∈ [n],

(Thurstone)

where �i ∼ N(0, σ2) is i.i.d. observation noise.
On the other hand, the Bradley-Terry-Luce (BTL)
model [BT52, Luc59] involves obtaining samples
yi ∈ {−1, 1} drawn independently from the distribu-
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tion

P
�
yi = 1;xi, w

∗� = 1

1 + exp
�−�xi, w∗�

σ

� for i ∈ [n].

(BTL)

In both models, the parameter σ plays the role of a
noise parameter, with a higher value of σ leading to
more uncertainty in the comparisons. In each case,
the value of σ is assumed to be known. Note that both
Thurstone and BTL models are invariant to shifts in
w∗, that is, they do not differentiate between the vector
w∗ and the shifted vector w∗+1, where 1 is the all-ones
vector. Therefore, we assume that �1, w∗� = 0 in order
to enforce identifiability of the vector of weights.

While our primary focus is analysis of the pairwise-
comparison setting, for comparison purposes we also
analyze analogous cardinal settings where each obser-
vation is real valued. In the Cardinal model we con-
sider, each observation consists of a numeric evaluation
of a single item,

yi = �ui, w
∗�+ �i for i ∈ [n], (Cardinal)

where ui in this case is a coordinate vector with one
of its entries equal to 1 and remaining entries equal
to 0, and �i is independent Gaussian noise N(0, σ2).
One may alternatively elicit cardinal values of the dif-
ferences between pairs of items

yi = �xi, w
∗�+ �i for i ∈ [n], (Paired Linear)

where �i are i.i.d. N(0, σ2). We term this model the
Paired Linear model.

2.2 Fixed design and the graph Laplacian

Let us begin by analyzing the estimation error when
a fixed subset of pairs is chosen for comparison. Of
interest to us will be the comparison graph defined by
these chosen pairs, with each pair inducing an edge in
the graph. Edge weights are determined by the fraction
of times a given pair is compared. The analysis in the
sequel reveals the central role played by the Laplacian
of this weighted graph. Note that we are operating
in a fixed-design setup where the graph is constructed
offline and does not depend on the observations.

In the ordinal models, the ith measurement is related to
the difference between the two items being compared,
as defined by the measurement vector xi ∈ Rd. We
let X ∈ Rn×d denote the measurement matrix with
the vector xT

i as its ith row. The Laplacian matrix L
associated with this differencing matrix is given by

L : =
1

n
XTX =

1

n

n�

i=1

xix
T
i . (1)

By construction, for any vector v ∈ Rd, we have
vTLv =

�
j �=k Ljk(vj − vk)2, where Ljk is the frac-

tion of the measurement vectors {xi}ni=1 in which items
(j, k) are compared.

The Laplacian matrix is positive semidefinite, and has
at least one zero-eigenvalue, corresponding to the all-
ones eigenvector. The Laplacian matrix induces a
graph G(L) on the vertex set V = {1, . . . , d}, in which
a given pair (j, k) is included as an edge if and only if
Ljk �= 0, and the weight on an edge (j, k) equals Ljk.
Throughout our analysis, we assume that this graph is
connected, since otherwise, the quality score vector w
is not identifiable. Note that the Laplacian matrix L
induces a seminorm1 on Rd, given by

�u− v�L : =
�
(u− v)TL(u− v). (2)

A major focus is on the minimax risk in terms of the
Laplacian seminorm.

2.3 Minimax framework

Finally, we review the standard notion of minimax risk
used in this paper. For a given family of generative
models, each weight vector w induces an associated
distribution Pw. We let w(P) denote the set of allowed
vectors w, and P denote the family of induced distri-
butions. For a given weight vector w and collection of
comparison vectors {xi}ni=1, suppose that we observe n
i.i.d. samples {yi}ni=1 generated according to Pw. Our
goal is to estimate the unknown weight vector, and an
estimator �w is any measurable mapping from the ob-
servations {yi}ni=1 to the space w(P).

For a given seminorm ρ, we consider the minimax risk
given by

Mn(w(P); ρ2) : = inf
�w

sup
w∗∈w(P)

E[ρ( �w,w∗)2], (3)

where the expectation is taken over the samples
{yi}ni=1. The minimax risk characterizes the perfor-
mance of the best estimator, as measured in the semi-
norm ρ squared, in a worst-case sense over the family
w(P).

In this paper, we analyze the minimax risk for two
choices of seminorm ρ, namely the Laplacian semi-
norm � �w − w∗�L from (2), and the Euclidean norm
� �w − w∗�2. We denote these risks by Mn

�
w(P); � · �2L

�

and Mn

�
w(P); � · �22

�
, respectively.

3 Sharp bounds on the minimax risk

This section presents the main results of the paper:
sharp minimax bounds on the estimation error under

1A seminorm differs from a norm in that the seminorm
of a non-zero element is allowed to be zero.
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the pairwise comparison models introduced earlier in
Section 2.1. Theorem 1 below bounds this minimax
risk in each of the three models. In all of the state-
ments, we use c1�, c2�, c1u, c2u, c1, c2 to denote positive
numerical constants, independent of the sample size n,
number of items d and other problem-dependent pa-
rameters. For a subset of the results, we assume that
each coordinate of the weight vector w∗ is bounded as

�w∗�∞ ≤ B (4)

for some constant B. We use L† to denote the Moore-
Penrose pseudoinverse of L.

Theorem 1 (Bounds on minimax rates). (a) For
the paired linear model, the minimax rate is
bounded as

c1� σ
2 d

n
≤ Mn

�
Paired Linear; � · �2L

�
≤ c1u σ2 d

n
.

(b) For the Thurstone model with B-bounded weight

vector (4), and sample size n ≥ c2σ
2κtr(L†)
B2 , the

minimax rate is bounded as

c2�σ
2κd

n
≤ Mn

�
Thurstone; � · �2L

�
≤ c2u

κ2
σ2 d

n
,

where κ : = Φ(2B/σ)(1− Φ(2B/σ)).

(c) For the BTL model with B-bounded weight vec-

tor (4) and sample size n ≥ c3σ
2tr(L†)
B2 , the mini-

max rate is bounded as

c3�σ
2 d

n
≤ Mn

�
BTL; � · �2L

�
≤ c3ue

4B
σ σ2 d

n
.

We defer detailed proofs of this and subsequent re-
sults to the Appendix. The upper bounds follow from
an analysis of the maximum likelihood estimator. In-
terestingly, maximum likelihood estimation in each of
these cases turns out to be a convex optimization prob-
lem (see, for instance, [TG11] for a proof in the Thur-
stone case). On the other hand, the lower bounds
are based on a combination of information-theoretic
techniques and carefully constructed packings of the
parameter set w(P). The main technical difficulty is
in constructing a packing in the seminorm induced by
the Laplacian L.

We note that the minimax bounds in the Thurstone
and the BTL models depend on �w∗�∞. The bounds
must necessarily be governed by �w∗�∞ since it can
be shown that the minimax error under an unbounded
�w∗�∞ will be infinite. Informally, this is related to
the difficulty of estimating very small (or very large)
probabilities that can arise in the two models for large
�w∗�∞.

Negahban et al. [NOS14] also provided minimax
bounds for the BTL model in the special case of dif-
ferencing vectors {xi}ni=1 chosen uniformly at random.
They focused on this case to complement their analy-
sis of a random walk-based algorithm. In their analy-
sis, there is a gap between the achievable rate of the
MLE, and the lower bound. In contrast, our analy-
sis eliminates this discrepancy and shows that MLE is
an optimal estimator (up to constant factors) in the
terms of the minimax rate Mn( ; � · �2L). In indepen-
dent and concurrent work Hajek et al. [HOX14] con-
sider the problem of estimation in the Plackett-Luce
model, which extends the BTL model to comparisons
of two or more items. They derive bounds on the mini-
max error rates under this model which are tight up to
logarithmic factors. In contrast, our results are tight
up to constants and, as we emphasize in the follow-
ing section, provide deeper insights into the role of the
topology of the comparison graph.

4 Role of graph topology

In certain applications, one may have the liberty to
decide which pairs are compared. The results of Sec-
tion 3 demonstrated the role played by the Laplacian
of the comparison graph in the estimation error. We
now employ these results to derive guidelines towards
designing the comparison graph, i.e., towards answer-
ing the question: “If one can make d measurements,
then which pairs should be compared?”.

Let us focus on upper bounds in the ordinal setting,
and consider estimation error in the squared �2 norm.
As in Theorem 1, we assume that the graph induced
by the comparisons is connected. Apart from model-
specific constants, the minimax risks also share the
same scaling—namely

Mn

�
w(P); � · �22

�
� σ2 d

nλ2(L)
, (6)

where λ2(L) is the second smallest eigenvalue of the
Laplacian matrix L. In order to derive this expression,
we used the fact that �w, 1� = 0.

As a graph Laplacian, the second smallest eigenvalue
is determined by the topology of the chosen compar-
isons. In order to illustrate, let us consider five canon-
ical examples: the barbell graph, the complete graph,
a bounded degree expander, the path graph and the
lattice graph. In each case, we assume that the sam-
ples are distributed evenly along the edges of a fixed
graph, and that the sample size n is sufficiently large.
Using standard matrix concentration inequalities, it is
straightforward to extend our analysis to the setting
of random chosen comparisons from a fixed graph (see
for instance [Oli09]). The properties of the Laplacian
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matrices of these graphs can be found in [BH11] and
other texts on the subject.

(a) Barbell graph: For an even number d of vertices,
the barbell graph consists of two cliques of d/2
disjoint sets of vertices with a single edge between
them. Suppose n ≥

�d/2
2

�
+ 1. In this case we ob-

tain that λ2(L) = Θ( 1
d3 ) and the squared �2 error

scales as Mn

�
w(P); � · �22

�
� d4

n .

(b) Complete graph: In the regime n ≥
�d
2

�
, we have

λ2(L) =
d

(d2)
, so that the squared �2 error scales as

Mn

�
w(P); � · �22

�
� d2

n .

(c) Degree-k expander: A similar argument as in the
previous case shows that if n ≥ kd, then the error
scales as Mn

�
w(P); � · �22

�
� d2

n .

(d) Path graph: For the path graph,
we have λ2(L) = Θ(1/d3) and hence

Mn

�
w(P); � · �22

�
� d4

n .

(e) 2D lattice: In this case we obtain λ2(L) = Θ( 1
d2 ),

and Mn

�
w(P); � · �2

�
� d3

n .

To summarize, we see the squared �2 error scaling as
d2

n for the complete graph and the degree-k expander.
We conjecture that this is in fact the best possible scal-
ing. Observe that the degree-k expander requires a
sample size lower bounded as n ≥ kd while the com-
plete graph requires n ≥

�d
2

�
, so in practice, we should

prefer a low-degree expander (at least for low sample
sizes). On the other hand, for other graphs—including
the path, lattice and barbell graphs—the error scaling
is considerably worse, showing that these are are poor
choices for the topology of comparisons.

5 Cardinal versus ordinal
measurements

In this section, we compare two approaches towards
eliciting data: a score-based “cardinal” approach and
a comparison-based “ordinal” approach. In a cardinal
approach, evaluators directly enter numeric scores as
their answers (Figure 1b), while an ordinal approach
involves comparing (pairs of) items (Figure 1a).

There are obvious advantages and disadvantages asso-
ciated with either approach. On one hand, the cardinal
approach allows for very fine measurements. For in-
stance, the cardinal measurements in Figure 1 can take
any value between 0 and 100, whereas an ordinal mea-
surement is binary. One might be tempted to go even
further and argue that ordinal measurements necessar-
ily give less information, for one can always convert a

set of cardinal measurements into ordinal, simply by
ordering the measurements by value. If this conver-
sion were valid, the data processing inequality [CT12],
would then guarantee that estimators based on ordinal
data can never outperform estimators based on cardi-
nal data. However, this conversion assumes that cardi-
nal and ordinal measurements are suffer from the same
type of statistical fluctuation. In contrast, ordinal mea-
surements avoid calibration issues that are frequently
encountered in cardinal measurements [TG11], such as
the evaluators’ inherent (and possibly time-varying) bi-
ases, or tendencies to give inflated or conservative eval-
uations. Ordinal measurements are also recognized to
be easier or faster for humans to make [Bar03,SBC05],
allowing for more evaluations with the same amount of
time, effort and cost.

The lack of clarity regarding when to use a cardinal
versus an ordinal approach forms the motivation of
this section. Can we make as reliable estimates from
paired comparisons as from numeric scores? How much
lower does the noise have to be for comparative mea-
surements to be preferred over cardinal measurements?
The answers to these questions will help in determining
how responses should be elicited.

In order to compare the cardinal and ordinal methods
of data elicitation, we focus on a setting with evenly
budgeted measurements. In accordance with the fixed-
design setup assumed throughout the paper, we choose
the vectors xi a priori. We consider the Gaussian-noise
models Thurstone and Cardinal. In order to cap-
ture the fact that the amount of noise is different in
the cardinal and ordinal settings, we will denote the
standard deviation of the noise in the cardinal setting
as σc, and retain our notation of σ for the noise in the
ordinal setting. In order to bring the two models on
the same footing, we measure the error in terms of the
squared �2-norm.

Let Φ denote the standard Gaussian c.d.f., and define

b�(σ,B) : = c2�Φ(2B/σ)(1− Φ(2B/σ)),

bu(σ,B) : =
c2u

(Φ(2B/σ)(1− Φ(2B/σ)))2
,

b(σ,B) : =

�
c2Φ(2B/σ)(1− Φ(2B/σ))σ2

B2

�
.

Observe that b�, bu and b are independent of the pa-
rameters n and d.

With these preliminaries in place, we now compare the
minimax error in the estimation under the cardinal and
ordinal settings.

Theorem 2. Let �w∗�∞ ≤ B for some known value
B, and suppose n is a multiple of d(d− 1)b(σ,B), and
that in the Cardinal model we observe each coordi-
nate n/d times for a known noise parameter σc. Then
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the minimax risk is given by

Mn

�
Cardinal ; � · �22

�
= σ2

c
d2

n
.

Suppose that in the Thurstone model we observe each
pair n/

�d
2

�
times with known noise parameter σ. Then

the minimax risk is sandwiched as

σ2b�(σ,B)
d2

n
≤ Mn

�
Thurstone ; � · �22

�
≤ σ2bu(σ,B)

d2

n
.

In the cardinal case, when each coordinate is measured
the same number of times, the Cardinal model re-
duces to the well-studied normal location model, for
which the MLE is known to be the minimax estima-
tor and its risk is straightforward to characterize (see
Lehmann and Casella [LC98], for instance). In the or-
dinal case, the result follows from the general treatment
in Section 3.

Let us now return to the question deciding between the
cardinal and the ordinal methods of data elicitation.
Suppose that we believe the Gaussian-noise models to
be reasonably correct, and the per-observation errors σ
and σc under the two settings are known or can be sep-
arately measured. Theorem 2 shows that the scaling of
the minimax error in the cardinal and the ordinal set-
tings is identical in terms of the problem parameters
n and d. Our result thus allows for the choice to be
made based only on the parameters (σ, σc, B) and not
on n and d: the ordinal approach incurs a lower min-
imax error when bu(σ,B)σ2 < σ2

c while the cardinal
approach is better off in terms of minimax error when-
ever b�(σ,B)σ2 > σ2

c . Tightening the (σ,B)-dependent
constants in the bounds would lead to a sharp deci-
sion boundary between the cardinal and the ordinal
approaches.

6 Experiments and simulations

In this section we describe experiments on the crowd-
sourcing platform Amazon Mechanical Turk (MTurk),
MTurk.com, and simulations using synthetically gen-
erated data. We summarize the experiments and enu-
merate the results in this section, and refer the reader
to Appendix C for more details. Throughout this sec-
tion, estimation procedures are executed via maximum
likelihood under the Thurstone model. In simula-
tions with synthetic data, the true vector w∗ is gen-
erated by first drawing a d-length vector from N(0, I)
and then shifting it to ensure that �w∗, 1� = 0. In the
synthetic case, the ML estimator is supplied with the
correct value of σ, and in the data obtained from exper-
iments from MTurk, the estimator is supplied the best-
fitting value of σ obtained via 3-fold cross-validation.

6.1 Dependence on topology

We investigate the dependence of the squared �2 esti-
mation error on the topology of the comparison graph.
We consider the following five topologies: path, bar-
bell, complete, expander and a 2D-lattice. For the ex-
pander graph, we use the Margulis-Gabber-Galil con-
struction [Mar73,GG81] to form an 8-regular expander
graph. For any chosen graph topology, the n difference
vectors are selected as one edge each drawn uniformly
at random (without replacement) from the comparison
graph. Recall that our theory from Section 4 predicts
the complete and expander graphs to perform the best,
and the path and barbell graphs to fare the worst. Also

recall that our theory predicts the error �w∗− �w�2
2

d to
scale as 1/n in the complete and expander topologies.

6.1.1 Synthetic simulations

We first performed simulations using data generated
synthetically from the Thurstone model. Figure 2
plots the estimation error under various topologies of
the comparison graph. Observe in the figure that the
error is the lowest under the complete graph, and the
highest under the barbell and the path graphs. This
observation is consistent with our theoretical predic-
tions.

6.1.2 Experiments on Mechanical Turk

We conducted three experiments that required the
workers to make ordinal choices. The experiments in-
volved (i) identifying the bigger of a pair of circles,
(ii) identifying the older of two people from their pho-
tographs, (iii) identifying the pair of cities which are
farther apart. For each experiment, we recruited 140
workers on MTurk, and assigned them to one of the
five topologies uniformly at random. Figure 3 plots the
squared �2 estimation error for the three experiments
under the five topologies considered. We see that the
relative errors are generally consistent with our theory,
with the complete graph exhibiting the best perfor-
mance and the path graph faring the worst.

6.2 Cardinal vs. ordinal

We now consider the problem of choosing between the
cardinal and the ordinal means of data elicitation.

6.2.1 Measuring Per-observation Error

We conducted seven different experiments on MTurk to
investigate the possibility of a data-processing inequal-
ity between the elicited cardinal and ordinal responses:
Are responses elicited in ordinal form equivalent to
data obtained by first eliciting cardinal responses and
then subtracting pairs of items? Our experiments lead
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(a) d = 64 (b) d = 256

Figure 2: Estimation error under different topologies in the simulations using synthetic data.

(a) Area of circle (b) Age from photograph (c) City distances

Figure 3: Estimation error under different topologies in the experiments conducted on MTurk.

us to conclude that this is generally not the case: con-
verting cardinally collected data into ordinal (by sub-
tracting pairs of responses) generally led to a higher
amount of noise as compared to that in data that is
elicited directly in ordinal form.

For each of the seven experiments, we recruited 100
workers, and assigned each worker randomly to either
the ordinal or the cardinal version of the task. For
the experiments in which we had access to “ground
truth” solutions, we directly computed the fraction of
responses that were incorrect in the ordinal and the
cardinal-converted-to-ordinal data. For the remaining
experiments, we computed the “error” as the fraction
of responses that disagreed with each other. Note that
we did not run any estimation procedure on the data:
we only measured the noise in the raw responses.

The results are tabulated in Figure 4a. If the cardi-
nal measurements could always be converted to ordi-
nal measurements with the same noise level as directly
eliciting ordinal responses, then it would be unlikely
for the amount of error in the ordinal setting to be
smaller than that in the cardinal setting. Figure 4a
shows that converting cardinal data to an ordinal form
often results in a higher (and sometimes significantly
higher) per-sample error in the (raw) responses than
direct elicitation of ordinal evaluations. This absence
of data-processing inequality may be explained by the
argument that the inherent evaluation process in the
humans is not the same in the cardinal and ordinal

cases: humans do not perform an ordinal evaluation
by first performing cardinal evaluations and then com-
paring them [Bar03,SBC05]. One can thus assume that
in many applications, we will have σ < σc.

6.2.2 Estimation error

For sake of completeness, we also computed the esti-
mation error in the cardinal and ordinal settings. We
consider data from the three experiments for which we
have access to the ground truth. We normalize the true
vector to have �w∗�∞ = 1 and set B = 1. For each
of the three experiments, we execute 100 iterations of
the following procedure. Select five workers from the
cardinal and five from the ordinal pool of workers uni-
formly at random. (The number five is chosen based
on practical systems [WIP11, PHC+13].) We run the
maximum-likelihood estimator of theCardinalmodel
on the data from the five workers selected from the car-
dinal pool, and the maximum-likelihood estimator of
the Thurstone model on the data from the five work-
ers of the ordinal pool. Note that unlike Section 6.2.1,
the cardinal data here is not converted to ordinal.

The results are plotted in Figure 4b. To put the results
in perspective of the rest of the paper, let us also recall
the per-sample errors in these experiments from Fig-
ure 4a. Observe that in the experiment of estimating
distances, the per-sample error in the cardinal data
was significantly higher than the ordinal data. This
is reflected in the results of Figure 4b where the es-
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(a) (b)

Figure 4. Results from experiments run on MTurk comparing the ordinal and cardinal methods of eliciting
responses: (a) Fraction of incorrect responses. (b) Estimation error.

(a) d = 64 (b) d = 256

Figure 5: Estimation error under a misspecified model (simulations from synthetic data).

timator on the ordinal data outperforms (in terms of
the squared �2 error) than the estimator on the cardi-
nal data. On the other hand, the task of identifying
the number of spelling mistakes involved a per-sample
noise that was comparable across the two settings, and
hence the estimator on the cardinal data scores over
the ordinal one. Our theory needs to tighten the con-
stants in order to address this regime.

6.3 Model misspecification

We investigated the effects of model mismatches via
synthetic simulations. In the data generation process,
every data point was generated from the BTL model
with a probability � ∈ [0, 1] and from the Thurstone
model with a probability (1 − �). We set σ = 1 under
both models. Inference was performed assuming the
entire data was generated from Thurstone, but us-
ing the correct values of σ and B. Figure 5 plots the
error observed as � was varied from 0 to 1. Observe
that when � = 0, the estimation error drops linearly
with a slope of −1 (on the log-log scale) as predicted
by our theory. On the other hand, when � is reasonably
high, the error reduces much slower as n increases. An
analytical investigation of model misspecification un-
der the Thurstone and BTL models is a topic for
future work.

7 Conclusions

We derive topology-aware minimax error bounds under
two widely studied preference-elicitation models, and
demonstrated their usefulness in guiding the selection
of comparisons and in guiding the choice of the elici-
tation paradigm (cardinal versus ordinal) when these
options are available. One potential direction for future
work would be to investigate improved data collection
mechanisms, for instance adaptive schemes where we
focus our effort on the hardest comparisons. A second
direction would be to characterize the precise thresh-
olds for making the choice between the cardinal and
ordinal approaches. Finally, the Thurstone and BTL
models are parametric idealizations that have proved
useful in a wide variety of applications. In future
work, it would be interesting to investigate more flex-
ible non-parametric pairwise comparison models (see
for instance, the paper [Cha12]).
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