Domain Adaptation with Conditional Transferable Components

Supplement to
“Domain Adaptation with Conditional Transferable Components”

This supplementary material provides the proofs and some details which are omitted in the submitted
paper. The equation numbers in this material are consistent with those in the paper.

S1. Proof of Theorem 1
Proof. Combine (3) and (4), we have

C C
DT =w)pT (XY =we) =) p (Y = v)p® (XY = ). (15)

c=1 c=1

If the transformation W is non-trivial, there do not exist non-zero 71, ..., y¢ and v, ..., V¢ such that Zle %pT(X “ly =
ve) = 0 and Zle vep® (XY = v.) = 0. Therefore, we can transform (15) to

ZPT =, )PT (XY = v,) — P"*(Y = v)p° (XY =v.) = 0. (16)

According to A€ in Theorem 1, we have Ve,

PT(Y =0, )PT (XY =v,) — P"*(Y = v,)PS (XY =v.) = 0. (17)
Taking the integral of (17) leads to P"*“(Y = v.) = P7(Y = wv.), which further implies that P$(X“|Y = v.) =
PT(X®|Y = v,). O

S2. Proof of Lemma 1

Proof.

er(h) =e7(h) + €new(h) — €new(h)

Senew + |€T - 6new(h)|
enew(h / |P"Y(X,Y) — PT(X,Y)||L(Y, h(X°))[dX ' dY
Sﬁnew(h) +d neW(XC’L Y) (XCZ Y)) (18)

S3. Proof of Theorem 2

Proof. In the binary classification problem, because Y € {0, 1} is a discrete variable, we use the Kronecker delta kernel
for Y. Then (13) becomes

d( new(Xci Y) T(XCi,Y))

= Z ||[P™(Y = €)ptps (xer)y —e) [0(X )] = PT(Y = ) ppr (xeify ey (X D]| |

=||A1|| + {20
= ||A1 + Aol - 2ATA,
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= || ZPMW = O ips (xei|y—c) [(X )] ZPT = Oty (xeify = [B(XD]]|* = 24T A
= H,upnew(Xci)[w(XCi)] - /-LpT(X‘”')[w(XCZ)]H - QAIAO
= J% —2ATA,. (19)
Clearly, when 0 < 6 < /2, we have ATA( > 0. Therefore,
dk(pnew(XCi,Y),pT(XCi,Y)) S JCi, (20)
When 71/2 < § < 7, we express J¢ as
77 ||+ g
=[| a1 ][* + [|20][* + 2/ Au][]|A0]| cos
:(||A1||+HA0||0059)2+HA0H2sin20 21)
—([|20|| + ||A1]| cos )% + || A1 || sin? 6. 22)

According to (21) and (22), we have HAOH2 sin® @ < J¢ and HA1 ] ]2 sin? @ < J¢. Thus

W ci ct 2 2 ‘]Ci
di (" (X, Y), pT (X)) = [| A"+ [ Ao||” < 22 (23)
Combining (20) and (23), we can obtain the results in Theorem 2. O
S4. Proof of Theorem 3
Proof. We have
ci 1 T 2
Jjei(8, W) 4|wwr>—ﬁwwunu
) 1
= || < (WTx%) R¥5a — n—¢(WT><T)1|;2
Z¢ WTag), ... —Zw WTzg,)la w(va T
= J“(Oh W), (24)
where 25, ¢ € {1,...,C} denotes the i-th observation of the c-th class in the source domain.
Define A = {a|a > 0, Zle a. = 1}. We have
TN, Wy) — J%(a*, W)
= J(n, Wy) — Jtn, Wy) + J(an, W,) — J(a*, Wy,) 4 J (o, W) — T (a*, W)
Since a,, is the empirical minimizer and thus Je (an, W,) < Je (a*, W,)
< TN, W) — J(an, Wy) + J(a*, W) — T (a*, W,,)
< 2 sup |J(a, Wy) — J%(a, W) (25)

acA

Before upper bounding the above defect on the right hand side, we enable some properties of the kernel. Assume that there
exists a max such that for any x € X, it holds that —¢)max < (2) < max and that meax‘ |2 < Asg. Since & > 0 and
||| ‘1 = 1, for any x°, it also holds that [n% S (W), .., = S0 (W8 ]a < Ymax.

no

Now, we have the following Lipschitz property of J°:

1T (e, W) — J (o, W)
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< |max[ - Zw — Zw Wizg,))a + maxwaTx JLTIE (v, x)nps [BY ) (W] X)]
=1
1 & 1
~Ex 7 [(W]X))] Z (W, S ; VW Teg) e+ —w(WIx")1|

< 2[max| TIE (v, x)~ps [BY )T/J(WTX)]

1 & 1
~Expr (W] X)] - Zw WIaD)s s e > U(Wialla+ b (WixT)1]. (26)
=1

Then, combining (25) and (26), we have

T, Wy) — J%(a*, W)

< 2 sup |J‘3i(a, W) — jCi(a, W)l
acA

S 4 Slellz |wmax|T|]E(Y,X)~p5 [B(Y)¢(WJX)]

ni

~Expr [(WTX)] — nlqu WTas), ... —Z¢ WTxCZ)]a—i——w(WT . (27)
=1

Now, we are going to upper bound the defect:
fw(Xa XsaXT) £ E(Y,X)Nps [ﬂ( )’L[}(WTX)}

1 & 1
~Ex,m[(WIX)] - Z W(W, S D b(Wlad,)e + n—Tq,z;(W,{xT)l. (28)
=1

We employ the McDiarmid’s inequality to upper bound the ¢>-norm of the defect.

Theorem 4 (McDiarmid’s inequality). Let X = (X1, ..., X,,) be an independent and identically distributed sample and
X' a new sample with the i-th example in X being replaced by an independent example X. If there exists c1, ..., c, > 0
such that f : X™ — R satisfies the following conditions:

If(X) = f(XD)| < e, Vi€ {l,...,n}. (29)

Then for any X € X™ and € > 0, the following inequalities hold:

_9¢2
PHIEF(X) — F(X)| > ¢} < 2exp (22) . (30)

i=1"1

We now check that f(X,x5,x7) = | | (X, x5, x7) H satisfies the bounded difference property. Let x5, denote the i-th
observation belonging to the c-th class. We have

(X, x3,xT) — f(X,x%,x7)|
= (2 (X, x2,xT) + X xS xT )T (X %D, xT) — X xS, xT)|
< 4|¢maX|T|f¢(X x3 XT) fw(XaXS7XT)|

ac
= AT (W) = H(WIX3))

8ac 8 /\2 ac

3D

W}max| |"/}max| <

C

Similarly, it holds that

2
1F(X,x%,x]) = (X, x%,x7)| < 87% (32)
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Employing McDiarmid’s inequality, we have that

_ 9.2
Pr{|f(X,x5,XT) = Eys 57 (X, x5,x7)| > €} < 2exp 2 - . (33)
640t (20, 2+ 1)

c=1 n,

Combining (27) and (33), we have that for any § > 0, with probability at least 1 — 6,

T (otn, W) — J(a*, W,,)

< 2 sup |JCi(a, W) — jCi(a,Wn)|
acA

<4 sup |wmax|T|fw(Xﬂ XS7XT)|
acA

Using Cauchy-Schwarz inequality
< 4 sup |[thma| [[] /(X x5, xT)|
acA

C
2 a? 1
X S 7 2 § c
=Ah EXSVXT SlelpAf( o ) A2y 32108 5(0:1 7176 + ni‘)

1, 2 11\
S T 2
<4 Ng (EXS)XTEIEJ.EJC(X,X , X))+ 32 A5 \/210g S(CJHL%}F,C}E + n”—)> . (34)

Now we are going to upper bound the term Ex supaca f(X,x5,x7). Let
nc

gn(xS,xT) 2 [— Zﬂ’ . 7Z¢ (WT2g,)a 1T¢(ng7)1 (35)

and

9(X) £ Ey,x)mps BY)Y(WIX)] = Ex o (W] X)) (36)
‘We have that

Eys 7 sup Hf’l’ X, x° XT)||2
acA

= xs,szngg( — ga(x5,x7)||*

= Eys 7 sup || Ers s gn (x IS,XIT)

acA

g, x7)||"

/T)

< Exs xT x/S x/T SUP Hgn /57X gn(xs XT)H (37
acA

where x’ ‘S, x'T are ghost samples which are i.i.d. with x°,x7, respectively.

Since x7,x7,j = S, T are i.i.d. samples, e (WTxl ) — w(WTx’j ) has a symmetric property, which means it has

n ci

an even density function. Thus, Y <, (WTX ) — (WIx?) and S oWl — Y(WIx'2)) has the same

n “ci n“*ci
distribution, where o; are independent variables uniformly distributed from {—1, 1}. Then, we have

S T S T 2
Exs x7 x5 T sug ||gn °x) = g (xS, xT)H =Eys x7 x5 xT & sug Hgn oxe) — gn(xS,XT,a)H , (38)
ac ac

where

Al 1
In (Xsa XTa U) = [7 Z 0'11'(1/)( n cz Z O'C’L nggz)]a - 77,7 Z UTW(WJXZ—)- (39)
: 1=1



Domain Adaptation with Conditional Transferable Components

According to Talagrand contraction Lemma, we have

1S T S T

Exs,xT,x’S,x’T,a' sup ||gn(X X ) - gn(x X U)||
acA

S T
< 2E,s xT xS x'T o Sug W)maxw ‘gn (xl X ,0) = gn (XS’ XT70)|
ac

< AEys T x5 5T o SUP \wmaxﬂgn(xs xT ,0)
acA

— T
= 4Exs,xT,x’S,x’T,cr sup ‘wmax|
acA

<[aT,1]T,[nliah(1/1(WJ x3),.. 720& (W%, Zaﬂ }>. (40)

Let

v2] anah WIxs),.. —Zacz P(WTx2,), Zaﬂ . 41)

Since H[oﬂ7 =17 | |2 < 2, using Cauchy-Schwarz inequality again, we have

S T 2
Eys xT x/5 x/T o SUD Hgn(x' X' o) — gn(XS,XT,O')H
acA
< 4E s xT x'S x'T o SUP |/¢de| <[ _1]T7v>
acA

< SEXS,XT,X’S,X’T,O‘ W’max ‘ VoTv
S 8Ex5,x7',x’5’x’T|wmaX‘T V EO-'UT'U

n nT
1 & 1
_ T . T.T))2
*SExs,xT,x’S,x/T|wmax‘ ng : (nT)2 E (p(WIx;T))
c=1 i=1 =1
< 8 A2 + ! (42)
2 nT'

At the end, combining (34), (37) and (42), with probability at least 1 — §, we have

TN, Wy) — J%(a*, W)

1. 2 11\
<4 Ng (EXS’XT sup f(X,x5,x7) 432 Ay \/2 log S(Ce{r{lax — 4+ nT)>

acA

yeensCF M

1
2

1 1

1 2
=4 Ny | 8A2 — +32A 1 — 4+ =
2 2 . + nT + 2\/ Ogé(ce{mlﬁ).(,c} Ne * nT)

N

1 n 1 )
max — 4+ —
ce{l,...c}n. nT

The proof ends. 0
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S5. Derivatives used in Sec. 2.5
The gradient of J wirt. K'S, f(T*‘S, and K7 is

aJet . 0Je Y D
RS 32B5 BKT75*’nSnT15 adaK WH'

The gradient of Tr[iyy‘Xct] wrt. K9S is

8Tr[iyy‘Xct]

SES = —¢(KS +nSel) 'L(KS +nSel)™?

Using the chain rule, we further have the gradient of J¢ w.rt. the entries of W, G, and H:

o.Jjct a.Jjet T a.Jjct T o.Jjct T
oW, L KW) (Dpg) | =T (M?T«S) (D7) <af(7> (D3o) | 43)

+Tr

8jct i ajct T 1 I 8jct T ]
e =T <W> (EL)| - 17 (ams> (E2,)], (44)
ajct [ ajct T 1 [ 8jct T i
oM, = Tr (am‘) (Fy)| —Tr <8RT»S> (F2,) | (45)

and the gradient of ']Tr[flyy| xet| w.r.t. the entries of W, G, and H:

A r A T B
oTr[X ot oTr[X ot
MlBvyixe] _ g | (O 2y vixed ) 1 1 (46)
8qu 8KS Pq
R - . T _
6T Z ct aT Z ct
il YY|X ]:Tr | YY|x ] (El) ’ 47)
0Gpq OKS pa
R - . T _
oTr[X ct OTr[2 ot
| YY|X }:Tr | S:Y|X ] (Fl) : (48)
0H,, OKS pq
where
k (l’ ) T ) = s s s s s s
[Dplis = —# > wrglagisy, — agiwsy) (agixs, — agias,) + (agizs, — agixs,)(bg — bej)],
k=1
kt S(IZ’ x5 s s s
[Diq]ij = j Zwkq aqjxjk)(xgp - a‘]jxjp) + G‘QJ"rjpbqj]?
3 kt( i ] ¢ t
[qu]ij Z wkq )( ip - xjp)]7
k (xzﬂ‘r ) c ct 18 18
[Ezqu]ij T 2 ! (xjg - *)(quR;ip - Rd );
kt S (at x%)
2 _ i) s dis t
[qu]ij - o2 ! JqRJp( Jq xiq)’
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ke (@7, 5)

di di
3l = - - el - )
kbs(xt, xs)
’ d
[Ff)q]” = U; : Rjzlvs(xﬁz - xﬁq)'

The derivative of J"¢9 w.r.t. G and H is

reg 2 )
anG = T;RdlST(AT — ]_ns Xd)a and
aJres _ 2)\7LRdi5TBT.

O0H nS



