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A Proof of Theorem 1

Let L(r) be the objective function of (9). Suppose
that n is sufficiently large and [[r} ;[lzx < M, holds.
Then, the inequality L(7) ;) < L(r, ;) leads to
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where we used the equality
/(TZJ)QdP = (—1) /(9k’j7‘;;7de

that holds under the assumption of p(x).

We use the following theorem.

Theorem A (Proposition 4 in Cucker and Smale
[2002]). Let F C (C®°(D),|| - loo) be a function set
defined on a compact set D endowed with the supre-
mum norm. Suppose that there exists B > 0 such that
[fllo < B for any f € F. Let P, be the empirical

distribution of n i.i.d. samples from P. Then, for all

e>0
{Sup‘/fdP P,) }
feF

< 2N (F,2/4) exp (—4420—;Lj36/3))

holds, where N (F,€) is the covering number of F
with the radius € under the supremum norm and o? =
sup s 7 Var[f] < B?.

A.1 Bounds of Covering Entropy

Suppose that M = M, for a fixed sample size n. Let
Har be Hyr = {r € H|||r]lx < M}. We derive upper

bounds for the covering numbers of the function sets
F M and Q M defined as

Fur = {7”2 — (’I“;;j)2 |’I“ < HM}
Gu = {0M9r — M9} i |r € Hur}

The supremum norm is bounded above by the RKHS
norm, i.e., we have

Ir(@)] < lIrllnvE(z, ) < Mck.

Firstly, let us consider Fy;. For any r? — (r} ])2 €
Fr, the supremum norm is bounded above by 2M2¢%,
since the inequality

Ir? = (5 5)?lloo < Moo + 110 5)? oo
= lIrll% + Il 5115
= 2M?c3
holds. For r? —

(TZ»J')27T§ - (T;:,J‘)Q € Fur, we have

1077 = (7.5)%) = (75 = (75 5)*) oo
=sup|ri(z) + r2(z)] - [r1(z) — r2(z)]
< 2Meg sup |r1(x) — ro(x)|

T
=2Meck||lr1 — 72| 0o-

Hence, an upper bound of the covering number of Fj,
is given by
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for all A > D. The second inequality is presented
in Cucker and Smale [2002], where C is a constant
independent of M and . Hence, we have
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Secondly, let us consider Gps. The assumption (10)
ensures that

0417 5(@) = 09 (r(@) = 17 (@)

<Al =rf ll2y/0I0T K (2, x)

< 2MCK

19597 () —

holds for any Qkdyp — 3’“3'7“;;7]. € Gpr. The above in-
equality is shown in Zhou [2008]. In the same way we
have

089 (@) — 09 r} j(2)] < 2Mex

for all §/ such that k' = |§'| < k + £. This means
that 9% (r — 7 ) is included in the Sobolev space

(W-, || -|l¢) endowed with the inner product

[

l371<¢

)" g(x)da,

where da denotes the Lebesgue measure on the com-
pact set D C RP. The Sobolev norm of 9% (r — T )
is bounded above by

105 (r — 17, )2 = / 059 (v — 17, ) Pdae

3’ k<|g |<k+2¢

k+4
D-1
< 4vol(D)ex2M? Y ( . J{")
a=k

< 12vol(D)e > M?(D + k + £)F+¢,

where vol(D) is the volume of D. Hence, [|0%Ir —
87“’3'7’;;,3.”[ < V/12vol(D)eg M (D + k + £)(*+0/2 for all
oFdr — 8’“47“;:.,]. € Gu. Let B be the ball in W¥ with
the radius R > 0 centered as the origin. Then, Gy
is included in Bg with R = 1/12vol(D)ex M (D + k +
OEEO/2 40 W Let I, - W — (C(D),]| - |lo) be
the embedding map. If £ > D/2 holds, the covering
entropy of I;(Bg) is bounded above by

I Noo (Io(Br),e) < C(R/e)P/* 4+1
as shown in Cucker and Smale [2002], where C' is a

constant independent of R and . Hence, the upper
bound of the covering entropy of Gys is given by

D/e
WA (Gar.€) < C (M) 3)
for M > 1.

A.2 Uniform Law of Large Numbers

Theorem A is used to derive an upper bound of |7 ; —
Tk j |% in (1). Both Fys and Gy satisfy the assumption

in Theorem A. Hence, (2) and (3) lead to

sup /{T — )2}d(P — P,)
re€H
72D/ (D+h)
=0p (nh/(2h+2D) ) , h>D
sup /{8k7jr 8k’3( )}d(P P,)
reH v

A D/(26+D)
=0p ( nt/(20+D) ) ‘
Note that Theorem A holds even for any fixed sample
size n. Suppose that M, is of the poly-logarithmic
order such as (log(n))?. Then, for sufficiently large
h (> D) , the upper bound of |74 ; — T;t,j”% is of the

order ¢, /n'/C+P/0) where ¢, is of the poly-logarithmic
order of n.
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