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Abstract

Most studies on affective analysis of text focus on the sentiment or emotion expressed by a whole
sentence or document. In this paper, we propose a novel approach to predict the affective states of a
described event through the predictions of the corresponding subject, action and object involved in
the described event. Rather than using a sentiment label or discrete emotion categories, the affective
state is represented using the three dimensional evaluation-potency-activity (EPA) model. The main
idea is to use automatically obtained word embedding as word representation and to use the Long
Short-Term Memory (LSTM) network as the prediction model. Compared to the linear model used
in the Affective Control Theory which uses manually annotated EPA lexicon, our proposed LSTM
learning method using word embedding outperforms the linear model and word embedding also
performs better than EPA lexicon. Most importantly, our work shows that automatically obtained
word embedding outperforms manually constructed affective lexicons.

Keywords: Affective prediction, Affective Control Theory, Word Embedding, Long short-term
memory, context

1. Introduction

Affective computing aims to enable machines to recognize and express affective state like humans,
a key element in artificial intelligence (Minsky, 2007). Previous studies on affective computing of
text mainly focus on sentiment analysis which aims to predict either the sentiment polarity of text
(Pang and Lee, 2008; Mohammad et al., 2013; Cambria et al., 2014; Alhothali and Hoey, 2015)
or sentiment polarity towards a target or aspect (Wang et al., 2016). A more comprehensive study
of text in terms of emotion analysis aims to classify emotions expressed in a piece of text, such
as happiness, sadness, surprise, etc.(Mohammad and Turney, 2010; Calvo and Mac Kim, 2013).
However, these studies focus on affective expressions in a whole piece of text, which sometimes
may express the emotion of the author and is not necessarily linked to either the affective state of
the subject or the object in the text. For human machine interaction, machine need to know the
affective state of the subject and the object in a text that describe events (referred to as event text),
such as the affective state of "mother” expressed in the sentence “The mother hit the boy” and the
sentence “The mother touched the baby”. In this paper, we focus on affective state prediction of
subjects and objects as well as the act in an event text. Subjects and objects, such as "mother”
and "baby” as well as acts such as "hit” and “touch”, all have their generally linked concepts.
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The event text is considered the context of the event. Thus, we collectively refer to this task as the
affective state prediction of contextualized concepts.

The research work called the Affect Control Theory (ACT) (Heise, 2007) and related extensions
(Hoey et al., 2013) do provide a good social psychological basis and a computational model to
handle affective state prediction of such contextualized concepts. In the ACT, every concept is
represented by the multi-dimensional Evaluation-Potency-Activity (EPA) model and every concept
has a fundamental EPA representation in a specific language or culture environment. According to
the ACT model, the EPA representation of a concept can change under different event context. The
current EPA values under a contextualized event can be inferred through a regression model based
on the fundamental EPA representation of a concept. However, one fatal drawback of the ACT
theory is its lack of scalability because it requires an EPA lexicons which are manually annotated.
Since EPA is a three dimensional representation in continuous scale, it is hard to obtain a large scaled
EPA lexicon. Furthermore, the regression model cannot capture the complex semantic interaction
of all the concepts involved in a particular context.

In this paper, we propose to use the Long Short-Term Memory (LSTM) network instead of
linear regression to infer the affective state of a concept in its context. The lexicon knowledge is
based on automatically obtained word embedding through unsupervised learning rather than using
manually constructed EPA lexicon. Performance evaluation is conducted using an event corpus
which has a subject, an act and an object annotated with EPA values as affective states. The result
shows that LSTM using word embedding representation performs better than both the original ACT
model and LSTM with manual EPA representation. This also indicates that there is no need to
manually annotate the EPA lexicon for such kind of task based on LSTM. In fact, our experiments
indicate that a seemingly sound model in theory, may not be able to work well computationally.
Our proposed method can release the time-consuming manual annotation workload and achieve
even better performance.

The rest of the paper is organized as follows. Section 2 introduces the related work. Section
3 presents our proposed method. Section 4 evaluates the performance of the proposed method.
Section 5 concludes the paper.

2. Related Work
2.1. Affect Control Theory

ACT is a social psychological theory of human social interaction. ACT offers a rigorous method-
ology for modeling emotions in interaction. The models and predictions can be applied to human-
computer interaction leading to the design of “socially intelligent” systems that optimize user ex-
perience and outcomes (Heise, 2007). In ACT, every concept is annotated under three dimensional
evaluation-potency-activity (EPA) with the range of [-4.3,4.3].

Since the annotation is based on concept level words, the same word under different social en-
vironment may have different affective measures. For example, the concept "dragon” represents
something good, powerful in Chinese while it represents something evil and powerful in English.
Thus their corresponding EPA values may be different. ACT is also used in sociology to study the
culture differences and EPA lexicons from different languages and culture environment are anno-
tated separately and have proven to be indeed different. In general, within-cultural agreement about
EPA meanings of social concepts is high even with consideration of across subgroups of society,
and cultural-average EPA ratings from as little as a few dozen survey participants have been shown
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to be extremely stable over extended periods of time (Heise, 2010). This means that under the same
language/culture environment, we can use the same EPA based lexicon.

In ACT, every event has at least three elements: subject (S), action or behavior (verb, V) and
object (O). Each element is represented by a three dimensional EPA vector. For example, "mother”
is represented as (2.9, 1.6,0.5), "enemy” is represented as (—2.1, 0.8, 0.2) under a common culture
environment, which is called the fundamental sentiment, or fundamental impression. Let us use C to
denote the context of an event, and the roles of the event S, V, and O are used to denote the subject,
the action (which is a transitive verb to indicate the action) and object. Thus, the fundamental
impression of an event can be represented as a nine dimensional vector:

fc = [SeyspaSaa‘/ea%anOmOp,Oa]a (1)

where S, represents the fundamental evaluation of a subject. The core assumption of ACT is that
people take action to maintain their affective state towards culturally shared fundamental sentiments.
In the context of “The mother hit the boy”, most readers would agree that the mother appears less
nice (E), more powerful (P) and more active (A), which is referred to as the transient impression
of the subject "mother”. An event can cause a transient impression, denoted by 7T, based on the
transient impressions of the subject, the action, and the object. The transient impression of an event
C can then be expressed as:

Te = [S;SI/;,S(IJ,J/Z?VZaVa{aOévO;ﬁO:z] (2)
where each element is the transient impression of corresponding subject, action and behavior. In the
ACT, a feature set t. is constructed from the fundamental sentiment of the event as:

te = [1,Se,Sp, Sa, Ve, Vi, Vay Oc, Op, Oq, Se Ve,
SeVp, SeVa, SpVe, SpVi, SpQa; SaVa, VeOe,
VeOp, VpOe, V,Op, VOq, Vo Oe, Vo, Op,

SeVeOe, SeVpOp, SpVipOp, SpVpOa, S Va Oy

3

Then the ACT model obtains the transient impression 7. of C by a mapping function defined by
o = Mty @)

where M is a parameter matrix. This is actually a linear regression model where the features of
the transient impression are constructed from the fundamental impressions f.. Annotation under
different languages and cultures can lead to different coefficients M. For example, the transient
impression of the subject’s evaluation using the US male coefficients:

S, = .98 + .48S, — .015S, — .015S, + .425V,

5
—.069V}, — .106V,, + 0550, + - - - ®)

The learned weights can be interpreted as how much it is affected by the corresponding dimensions.
The above equation shows that the transient evaluation of the subject is mainly affected by the
fundamental evaluation dimension of the subject and the evaluation dimension of the act, reflected
by the positive large coefficients .48 and .425 for S, and V)
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2.2. Word Representation

For affective analysis, the first step is to find a proper word representation. Most of the current
studies employ a sentiment lexicon for sentiment analysis and an emotion lexicon for emotion anal-
ysis. In a sentiment lexicon, each word is annotated with a sentiment label (Stone et al., 1968) or
sentiment intensity (Baccianella et al., 2010; Mohammad et al., 2013; Hutto and Gilbert, 2014). In
an emotion lexicon, words are labeled according to the selected emotion representation model. In
the discrete emotion model, such as the Big Six model (Ekman, 1993), a word is annotated with
a discrete emotion category, such as happiness, sadness, and anger, etc.. In the multi-dimensional
emotion model, a word is annotated with a multi-dimensional vector, such as the three dimensional
valence-arousal-dominance (VAD) values in continuous space (Bradley and Lang, 1999; Warriner
et al., 2013), the three dimensional evaluation-potency-activity (EPA) values in continuous space
(Heise, 1987). Compared with multi-dimensional lexicons, sentiment lexicons and discrete emo-
tion lexicons can be obtained much more easily through manual annotation (Stone et al., 1968;
Xu et al., 2008; Hastings et al., 2011), crowdsourcing (Hutto and Gilbert, 2014; Mohammad and
Turney, 2013), and can be extended automatically based on some seed words (Wright et al., 2010;
Tang et al., 2014; Hamilton et al., 2016; Mohammad, 2012). Multi-dimensional emotion lexicons
can also be obtained through manual annotation (Bradley and Lang, 1999; Heise, 2007; Yu et al.,
2016) or crowdsourcing (Warriner et al., 2013). In practice, however, the knowledge is much more
difficult to acquire. It is not a simple cost issue. The multi-dimensional models are conceptually
more difficult to apprehend, and the values are continuous. Thus, obtaining a high quality lexicon
is much more difficult and they also face a much more severe scalability issue.

Word embedding, which represents a word by a low dimensional vector, has shown a superior
advantage in encoding lexical semantic information (Mikolov et al., 2013; Pennington et al., 2014).
Semantically related words are more closely located while semantic unrelated words are further
apart in the vector space. For example, using word embedding, we can make use of various approx-
imations such as: vec(king) — vec(queen) = vec(man) — vec(woman) (Mikolov et al., 2013).
Various models have been proposed to learn dense word vectors. All are based on the distributional
hypothesis that words occur in similar context tends to have similar meanings (Harris, 1954). The
various models can be divided mainly into count-based approaches and prediction-based approaches
(Baroni et al., 2014). A count-based method constructs a word-context co-occurrence statistic ma-
trix and then perform matrix factorization to obtain the final word embedding. Used features include
point-wise mutual information (PMI), positive point-wise mutual information (PPMI), and log of
co-occurrences, etc.. Based on matrix factorization, various algorithms have been proposed, such
as decomposition of the matrix into two low dimensional matrices(Pennington et al., 2014), Sin-
gular Value Decomposition (SVD) (Levy et al., 2016), probabilistic matrix and tensor factorization
(Zhang et al., 2014), and low rank approximation (Li et al., 2015). Prediction-based methods di-
rectly predict the context given the target word by maximizing the conditional probability of context
words given the target or vice versa (Mikolov et al., 2013). Compared with manually constructed
lexicons, the advantage of word embedding is that word embeddings are obtained automatically and
the needed resources are widely available.

2.3. Composition Model

Based on the word representation model, different composition models are proposed to infer the
representation of larger text units. Based on sentiments and discrete emotion lexicons, the most
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widely used method is to construct some features for larger text units based on heuristic rules,
such as lexicon word occurrence frequencies, total sentiment score, word count under each label
category (Mohammad et al., 2013). Based on vector based representations, the simplest composition
method either use vector addition or weighted addition of word vectors (Mitchell and Lapata, 2010;
Chen et al., 2014; Yu et al., 2016). More complex models include deep learning models, such as
recursive neural network (Socher et al., 2013), recurrent neural network (Irsoy and Cardie, 2014)
and convolutional neural network (Kim, 2014). Once the representation of the appropriate units is
obtained, classification or regression models can be performed. In deep learning models, pre-trained
word embedding are used as the input to the model.

3. Methodology

Given a word sequence consists of three parts for an event C': subject-verb-object (SVO), our objec-
tive is to predict the affective state of the subject, the verb and the object in this event. The affective
state can either be sentiment, emotion category or multi-dimensional emotional representations such
as VAD and EPA.

We propose to use the Long Short-Term Memory (LSTM) network (Hochreiter and Schmidhu-
ber, 1997) for contextualized affective state prediction using word embedding as word representa-
tions. As a deep learning model, LSTM is an extension of recurrent neural network (RNN) in deep
learning, which has been widely used in various NLP tasks, such as machine translation (Sutskever
et al., 2014), language modeling (Graves, 2013), and sentiment analysis (Tang et al., 2015), etc..
Our proposed framework is shown in Figure 1 using the example sentence “mother hit boy”. The
frame consists of three layers: the input word representation layer, the LSTM layer and the output
affective state layer. The input is a word vector representation x; (¢ € [1,2, 3]), which can either be
word embedding or a multi-dimensional word affective vector. Each LSTM cell takes the current
word representation a; and the previous output h;_; of the LSTM cell as the input and outputs
a hidden representation h;. The final classification or regression is performed on the last hidden
representation (which is k3 in our case) based on the output type .

1
ha

LSTM LSTM LSTM

cell |h, cell |p, cell

X1 X X3
@ @ E-®
mother hit boy

Figure 1: The LSTM model for contextualized affective prediction.
LSTM is a recurrent network very good at remembering values for either long or short durations

of time. A LSTM cell at position ¢ consists of four parts: an input gate vector ¢;, a forget gate vector
f+, an output gate vector oy, and a cell state vector ¢;. Furthermore, the output of each LSTM cell
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is defined by the output vector h;. These vectors are defined as:

it = J(UZ'.’BLL =+ Wiht_l -+ bi), (6)

-ft = O'(Ufmt + tht—l + bf), (7)

o = o(Upxt + Wohi—1 + b,), 3

¢ = froci—1 + i otanh(Ucxy + Wehi—q + be), )
h; = oy o tanh(cy). (10)

where o is the sigmoid activation function, o denotes Hadamard product. b;, by, b,, b. are the bias.
Based on the current input x; and the previous cell’s output h;_1, it computes the input gate vector
1, forget gate vector f,, output state vector o;. Current output h; is computed using Formula 10.
Ui, Uz, U, Ue, Wi, Wy, W, W, are the model matrix parameters that are learned during training the
model. A regression or classification is performed on the final LSTM cell and outputs the predicted
affective state y. For each affective state of each role in an event, we train a LSTM model. The
stochastic gradient descent method is used to train the model and the code is implemented based on
Keras'.

Subject Behavior Object
E P A E P A E P A

VAD LR | .682(.059) .728(.031) .539(.023)| .601(.093) .630(.053) .496(.041)|.478 .791 .658
VAD LSTM|1.078(.039) .751(.031) .692(.032) | 1.047(.229) .637(.063) .710(.055)|.561 .913 .754

EPA LR .556(.051) .326(.011) .309(.006)| .467(.048) .263(.014) .256(.009)|.301 .357 .349
EPA LSTM| .485(.045) .372(.011) .341(.029)| .410(.044) .322(.027) .289(.011)|.282 .352 .318
ACT LR .385(.030) .325(.020) .313(.010)| .315(.033) .267(.014) .257(.009) |.263 .355 .360

EMB LSTM| .363(.036) .353(.015) .274(.009) | .348(.035) .241(.024) .261(.041)|.255 .277 .265

F Model

Table 1: Affective prediction of contextualized concepts based on different features and composition
functions. The evaluation metric is MAE.The number in the parenthesis is the standard deviation of
the MAE of the five runs.For better display, we do not include the standard deviation for the result
of Object.

4. Performance Evaluation

Evaluation of our proposed method is conducted using the ACT corpus from (Heise, 2007) as the
golden answer. In this corpus, every sample forms a 3-tuple consisting of three words which de-
scribes an event in the form of SVO, such as “vampire enslave heroine”. The total size of the
corpus is 515 sentences in SVO form with a vocabulary size of 106. Every word under an event is
annotated with the EPA values as 7, the transient impressions. The annotation was conducted by
about 25 females and 25 males of Americans using the semantic differential scheme. We take the
average of the annotations from both male and female annotators as the final representation. The
fundamental EPA values of the 106 words are also provided by (Heise, 2007). This can be used to

1. https://keras.io
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Figure 2: The performance on different affective dimensions of Subject and Behavior when varying

the training data size.
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train models such as Formula 4. Since EPA are scalar values, we perform regression on the output
of the last LSTM cell.

For word embedding, we use the available Glove 840B word embedding which is trained on a
corpus of 840 billion tokens based on matrix factorization (Pennington et al., 2014). The embedding
dimension is 300, denoted as emb300d. Note that only 99 out of the 106 words in the ACT corpus
appear in Glove 840B collection. To focus on the effectiveness of representation and eliminate the
effect of coverage problem, we only use the overlap vocabulary set of the embedding and the ACT
corpus. So, the final evaluation corpus size is actually 408 sentences.

Our evaluation is to check the performance of the predicted transient impressions (the EPA
values) of the subject, verb and object in each sample sentence. We perform 5-fold cross validation
and use the best parameters obtained through manually tuning. The evaluation metric is the Mean
Absolute Error (MAE).

Our proposed method, denoted as EMB-LSTM, is compared with the following five baseline
methods:

1. VAD-LR: This is a linear regression based method using the VAD affective model. The
features include the concatenation of the VAD values of S, V, and O. The VAD lexicon is from
(Warriner et al., 2013) which includes about 13K words annotated in the three dimensions of
valence-arousal-dominance.

2. VAD-LSTM: This is LSTM based method using the VAD lexicon as word representation.
The VAD data is the same as that of VAD-LR.

3. EPA-LR: This is a linear regression based method using the EPA affective model as word
representation. The EPA lexicon is provided by (Heise, 2007). The features use the concate-
nation of the EPA values of S, V, and O.

4. EPA-LSTM: This is a LSTM based method using EPA as word representation.

5. ACT-LR: This is a linear regression based method. The input features are ¢ defined in Equa-
tion 3 constructed from the EPA values.

The evaluation result is shown in Table 1. The value in the parenthesis is the standard deviation
of the MAE in the five runs, which can indicate the robustness of different models. We use this to
test whether overfitting occurs in LSTM model because our training data size is too small and the
parameter size of LSTM plus word embedding is quite large. If the standard deviation is too large,
overfitting may occur. Comparing between the standard deviations of different models indicate taht
the standard deviations of LSTM are similar with the other models. We can conclude that no over-
fitting occurs in the LSTM model. Comparing between the manual VAD and EPA representations,
EPA performs much better than VAD under both the linear regression model and the LSTM model.
This is expected because the predicted affective state is represented by the EPA model in which the
training data is more relevant. This, however, may also be because the VAD lexicon data is obtained
through crowdsourcing, which has lower quality than the EPA lexicon. The ACT features perform
better than EPA features on the evaluation (E) dimension while they perform comparatively on po-
tency (P) and activity (A). The difference between ACT and EPA is only in the additional features
on the interaction of the EPA values in ACT. Thus, ACT has better performance than that of EPA
based method is also understandable.
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Overall, our proposed EMB-LSTM has the best performance in 6 columns out of 9 as shown in
bold in Table 1. Overall EMB-LSTM performs better with large margins compared to the second
performer ACT-LR. ACT-LR using regression performs slightly better on two columns. One is the
P dimension of the subject and the other is the E dimension of the object. Comparing between
EPA-LSTM and EMB-LSTM, EMB-LSTM has much better performance. This clearly indicates
the advantage of using word embedding than using the manually annotated lexicon. This analysis
validates the effectiveness of the proposed model of using both LSTM and word embedding. Most
importantly, our experimental result indicates that automatically obtained word embedding outper-
forms manually annotated EPA and VAD lexicon. It should be pointed out that this experiment does
not consider the coverage issue because of the limited size of the ACT corpus. If coverage issue is
considered, the advantage of word embedding should be even more obvious.

Machine learning methods normally require certain amount of training data to learn sufficient
information. In the next experiment, we further examine the effect of training data size to the
performance of different models. We perform the experiment on the same ACT corpus by varying
the training data size starting from 40 sentences to the whole dataset of 408 sentences and run 5-
fold cross validation for each affective dimension of subject and behavior. Result in Figure 2 shows
that as the training data size increases, the performance of all the models improves. However, as
the data size increases, EMB-LSTM shows its better learning ability as its performance continue
to improve. Overall, when the sample number reaches about 285 to 300, EMB-LSTM performs
the best on most dimensions. Due to the limitation of our dataset size, we cannot validate the
performance on larger data size. But, the trend of performance in this experiment clearly indicates
that our LSTM with word embedding performs the best and more training data will likely to show
even more advantage of EMB-LSTM. On the other hand, the linear regression model using EPA
has very steady performance when varying the training data size. This also suggests that regression
model can be useful if training data size is small.

5. Conclusion

In this paper, we propose a novel approach to predict the affective states of the subject, action and
object involved in a described event. The affective states are represented using three-dimensional
EPA model instead of using discrete sentiment labels or emotion labels. The main idea of our
proposed approach is to use automatically obtained word embedding as word representation and
to use the Long Short-Term Memory network as the prediction model. Compared to the linear
model used in ACT which uses a manually annotated EPA lexicon, our proposed LSTM with word
embedding outperforms the linear model on most affective dimensions. Most importantly, our work
indicates that automatically obtained word embedding outperforms manually constructed affective
lexicons. In fact, our experiments indicate that a seemingly sound model in theory, may not be
able to work well computationally. Our study shows that there no need to manually annotate EPA
lexicons as manual annotation of data in three-dimensional continuous space is extremely time-
consuming, hard to maintain quality, and difficult to scale up.

One limitation of current work is that the proposed model can only handle structured sequence
with the form of subject-behavior-object. Additional information in sentences such as time, place
and other descriptive features are not being used. Extending our model to more complex event
descriptions will be our future direction.
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