Differentially Private Chi-squared Test by Unit Circle Mechanism

A. Support Vector Technique

We describe Algorithm 2 in detail. Algorithm 2 takes as input the sample set S, the query sequence F, the sensitivity of
query A, the threshold 7, and the stop parameter s. Algorithm 2 outputs the result of each comparison with the threshold.
In Algorithm 2, each noisy query output is compred with a noisy threshold at line 4 and outputs the result of comparison.
Let T mean that fj,(S) > 7. Algorithm 2 is terminated if outputs T s times.

Algorithm 2 Sparse Vector Technique (Dwork & Roth, 2014).

Require: Sample set S, query sequence F, sensitivity of query A, threshold 7, stop parameter s
1: p= Lap(2As/e)
2: count =0
3: for each f; € F do

4: if f;(S) + Lap(4As/e) > T + p then
5 Output T
6: p = Lap(2As/eq)
7: count = count +1
8 if count > s then
9 Abort
10: end if
11:  else
12: Output L
13:  endif
14: end for
B. The proof of Theorem 2

Proof. By definition, we have

Pr[M(S,7,) = acc|Hj is true]
= sup Pr [M(S,7,) = acc
sup Pr[M(S,7) = acd

_ sup{ Pr [M(S, %) = acc2(S) > 7a + 7] Pr [x(S) > Fa + ]
PcP S~P S~P

- 2 ~ 2 ~
b PLIMIS.) = scc*(S) < Fa 2] PLIC(S) < 7o 1]}

IN

sup{ Pr [M(S,7,) = acc|x*(S) > 7o + 7] + Pr [x*(S) < 74 Jrfy]}.
pep (S~P S~P
Forany P € P, Prs.p[x*(S) < 7o + 7] < B#,+~ by definition. Thus, we have

Pr[M(S, 7o) = acc|H; is true] < sup {SPJSD[M(S, o) = acc|x?(S) > 7o + 7] + ﬁ+a+7},
pep (S~
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C. The proof of Theorem 3

Proof. Fix the sample S. Then, the conditional distribution Pr[M a (S, 7,,) = acc|S] is obtained as
. 2 A .
Pr[MAa(S,74) = acc|S] = Pr|x*(S)+ Lap| — | < 7o
€

i (2) 5]

Under the condition x?(S) > 7, + v, we have

Lo (I) . ®)
The gamma error is rearranged as
E(7a,7,Ma) = sup E [Pr[Ma(S,7) = acc|S]|x*(S) > 7a + 1] 9)
pep S~P
Substituting Eq. 8 into Eq. 9 gives the claim. O
D. The proof of Lemma 1
Proof. Let x%(c11,c10) = To. Eq. 4 is rearranged as
Acl + Bcly + 2Cciicio+ D(cyg + cio) =0, (10)

where A = (NZN + 74N1Ng), B = (NZN + 7,N1Ny), C = N1 No(7o — N), and D = —7,N1NoN. Eq. 10is a
quadratic form, and it is an ellipse if and only if AB — C? > 0. For any N7 > 0, Ng > 0, N > 0, and 7, > 0, we have

AB —C? = (NIN + 74N No)(N{N + 7,N1Ng) — {N1 No(7 — N)}?
= TaNNlN()(Nl + N())2 > 0.

Thus, we get the claim. ]

E. The affine transformation VV

The affine transformation V' that transforms the ellipse derived in Eq. 10 to the unit circle is defined as follows:
V((ern,¢10)") =

X C (A1—A) _
VB 0 ( VO H(A—A)2  \[C2+ (A1 —A)? ( C11 )Jr D ( % ))
2

Y —h4) c c10 CZ+ (- AP\ P

R VCIH(M—A)Z  [CPH(A—A)? A2

where \; and ), are the eigenvalues of matrix (é g) and

D? <)\2(C + A1 — A)2 + )\1(0 + Ao — B)2>
R =

(11)
A Ao (02 4 — A)2)
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F. The proof of Theorem 5

Proof. We can rewrite Eq. 10 as

(011,010> (g g) ( 21(1) ) -‘rD(l,l) < Zi; > = 0, (12)

where A, B, C' and D are defined in Appendix D. By eigendecomposition of the matrix (é g) , we obtain as

A C\ _ 7. A1 O
(C’ B>P dlag<0 )\2>P7

A+B)+,/(A+B)2—4AB+4C?
( )EV/( +2) 402 nd

where A1, Ay =

c —(A1—A)
C2+ (A —A)2 C2+ (M —A)2
P— v )\1(_2 RV (Cl )

VO (A1—A)2 /O +(A2—A)2

Let ( fll > =pT < ‘11 ) Then, we can rewrite Eq. 12 as
C10 C10

A (e + D
&
o/ - Ae

D? (/\Q(C F A= A2+ A (CH N — B)2>
_ . (13)
AN (02 + (M — A)2)

D

2 2
(C+ M —A)> + A2 <610+ N (C+ Ao —B))
2

The right hand side is equivalent to R. Since A > 0 and B > 0, we have A\; > 0 and Ay > 0. Thus, by definition R > 0.
Dividing the right hand side and left hand side of Eq. 13 by R gives ¢2; + ¢3, = 1 where

. A D
=\/5 - C+Xx—4)|,
VR <C” Py A )>

: /X2 D
¢10 =4/ —= | é10 + C+Xx—B)|.
YTV R <1° 2 02+()\1—A)2( ’ )>

Consequently, x2(c11, c10) = T, if and only if the vector (¢11, ¢10) is on the boundary of the unit circle.

The relationship between (11, ¢10) and (¢é11, ¢10) is obtained as

: /A c QAi—A) -
< 11 ) _ 7 0 VO E-A)? O (M-A)? < 11 >+ D G
élO 0 Az —(A\1—A) C c1o 2./02 + ()\1 — A)Q C+Xo—B .

R VO —A)2  /C2H (A —A)? Az

Thus, by the definition of V, we have (¢11,¢10)" = V((e11,c10)t). Since R > 0, x2(c11,¢10) > 7o if and only if
L < [[(é11,¢10)ll2 = IV ((c11, €10)") [|2- O
G. The proof of Lemma 2

Proof. Let S and S’ be databases such that d(S,S") = 1. Let ¢ = (c11,¢10)" and ¢’ = (¢}, ¢}y)" be the elements of the
contingency table derived from S and S’, respectively. Then, we have

MV (e)ll2 = V()2 :\/IIV(C)H% +IVEIE = 2V (e)2lIV ()]

:\/IIV(C) = V(I3 +2(V () V() = 2[V(e)l2l[V(e)]2-
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From CauchySchwarz inequality, we have
V()2 = IV(c)ll2] <[[V(e) = V(c)l2-
From the definition of V', we have

N 0 e} (A1—A4)
R C24 (A1 —A)? C2+(A1—A)2
V(e)-V(c) = Vv S VOO ) ().

0 /22 e
R VC2H(A1—A)2  /C2+(A1—A)2

Since d(S, S) = 1, an element of ¢ — ¢’ is either of 1 or —1 and the other is 0. Consequently, we have

V() =Vl =\| grr i ((C\/g) (- 5 ))
() () -

>\1 + AQ
A - _ / < '
somax  IVEIl: = Vel </ =%

Hence,

By using Eq. 11, we get
A1+ A2
R

— 9 (NG + N?)N + 27, No NV
N ToNgN1 N2

H. The proof of Theorem 7

Proof. As the same manner of the proof of Theorem 3, we have

PrMa, (5,74) = acc|S] = %eXp <(1 - HV((CAHV» ClO)t)||2)€>

Define g(cll, ClO) = NlNO(C%l + C%O) — NlN()N(Cll =+ 010) + 21 Nyci1c10. Under the condition X2(S) > T4+ Y, W€
have

v9(c11, c10)

||V((011,C10)t)||§ + > 1.

R
Hence,
c11,¢
IV((en )l > /1 - 2EL20)
By the definition of R and g, M&“") = —47%. Hence,
N 1 eN 4’7M1M0 TAaNlNQ
P S = Sl < = —11—4/1 .
rMay (S 7a) = acc|S] < 2eXp< 2 < TN )\/(N12+N§)N+2faN1No>

Thus, we get the claim by Eq. 9. O
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I. Algorithm of Unit Circle Mechanism + SVT

We describe Algorithm 3 in detail. Algorithm 3 takes as input sample sets S*,--- S, the significance level a, the
privacy budget €, and two stop parameters s; < so. Algorithm 3 is terminated if (1) it rejects at most s; null hypothesis, or
(2) it outputs s, test results. In Algorithm 3, the outer for-loop (line 3 - 26) is the main loop of SVT. The test statistic for S*
is evaluated at line 5 and is compared with a noisy threshold at line 12. To keep the type-I error as, at most, « per test, we
want that d* < 1+ p holds with the probability of at least 1 — c, where p is the noise that SVT requires to add a threshold.
To attain this, Algorithm 3 generates a sample distribution of the randomized test statistics by Monte Carlo sampling at the
inner for-loop (line 6 - 10). What differs from the normal SVT framework are s; and Monte Carlo sampling to find a new
threshold to control FWER. For Algorithm 3, if marginals NY, NF, M}, MF are public, then the computation of threshold
7% does not consume an additional privacy budget Therefore, Algorithm 3 requires the same privacy budget as SVT does.

Algorithm 3 Unit Circle Mechanism + SVT

Require: Sample set S',---,SK, significance level o, privacy budget e, stop parameters s; < s,

1: count; =0, counts =0
281AV’%(N0,N1)

2: p= Lap( 2
3: for each sample set S* do
Evaluate contingency table from S*

d* (%) = |V ((cfy, efo)")]lz + Lap

4
4s1Ay, a (No,N1)

5 Ty T

6. forj=1tomdo

7

8

€

§M ot (YA Nodli NiMa Nodla )
Evaluate contingency table from S*J
451Ay, a (N§7,N)
= )—p

9 dbI(SRI) = ||[V((e}Y, i)l + Lap
10:  end for A
11:  Let 7* be the [(m + 1)(1 — «)]th largest value in {d*7};_; ...
12: if d*(S*) > 7% + p then

13: Return rej
251Ay, o (No,N1)

14: p = Lap(——2——

15: county = count; + 1

16: if count; > s; then

17: Abort

18: end if

19:  else

20: Output acc

21:  endif

22:  county = counts + 1
23:  if county > so then
24: Abort

25:  end if

26: end for




Differentially Private Chi-squared Test by Unit Circle Mechanism

J. Algorithm of Unit Circle Mechanism + EM

We describe Algorithm 4 in detail. Algorithm 4 takes the sample sets S*,--- , S%, the significance level o, the privacy
budget ¢, the stop parameter s;. Algorithm 4 outputs s; test results. Let £ be the exponential mechanism with privacy bud-
get € and score function q. Algorithm 4 first calculates the score function defined by Jhonson et al. (Johnson & Shmatikov,
2013) (line 1) and chooses the sample sets associated with the top s; significant random variable pairs by the exponential
mechanism (line 5). Then, the mechanism gets the results of the test by using the unit circle mechanism (line 9). In Al-
gorithm 4, we spend privacy budget - for the exponential mechanism and 52 for the unit circle mechanism s, times,
respectively.

Algorithm 4 Unit Circle Mechanism + EM

Require: Sample sets S',--- , SK, significance level a, privacy budget e, stop parameter s,
1: Calculate score function g(S*) for each sample set S*
2:1=0
3. for j = 1to sy do

repeat

S &

until S ¢ I

I+ TU{S}

9:  Run Algorithm 1 with Sample set S and significance Level 7 and privacy budget
10: end for

RN A

_€_
281




