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1 Proof of Theorem 1

Theorem 1. The solution of the optimization problem:

argmm Z > lih 7)) — W(ys) — y))lF, + AMAlz, A >0, (1)
i= 1 v jec;
admits a representation of the form:
Ve e X, h(z Z/C (x,x;)c;, ¢ € Fy.
1eSUC

Proof. We consider the space of functions

Ho={heHh()= D Kl zi)ci}
1eSUC

and its orthogonal complement

Hy = {g € H|(g(-), h())n = 0, Vh € Ho}.

Any function h € ‘H can be decomposed as a sum of two functions, one belonging to Hy and the
other to Hd‘: h=hy+ h&.

By using the reproducing property we observe that the evaluation of a function A on any
point x € S U C is independent of hé‘:

Vo € SUC, ) = (ho, Ko, @))2 + (hy, Ko (-, 2))3 = ho().
For the regularization term, we use the fact that hy is orthogonal to hg to show that:
1117, = lhollZ, + llAg 13-

Using these two properties, we can express the objective function as: J(h) = J(ho) +
Al|hg||2,. This means that the minimizer h of Equation must have hg = 0 and therefore
admits a representation of the form: h(:) = Y ..o 0 Ka(-, 2i)cs, €; € Fy. O



2 Proof of Theorem 2

Theorem 2. The optimization problem (5) can be rewritten under the following form:
T(h) = Mblg + Y IWe'(25) = ()13, - (2)
jesuc

The modified input feature vectors are defined as:

o(z5) — dc, ifjes

(;5/(33‘7) = 1 ! g po- C 9

T (p(x5) — bc,) ifjeCi
where aci = n% Zjeci ¢(x;). The modified output feature vectors are defined similarly.
Proof. We show the equality between }-;c iy, [W¢'(z;) — w’(yj)H%Ey and 1 o 2jec; |(h(zi) —
b)) — (0(w) — 0w I3

S IWe (@) - (w)lZ,

JE{HUC;
=W (e(z:) = be,) = W(w:) = Pe)IF, + — Z W (é(x5) — be,) — (W) — ¥e,)lIF,
]EC
=l (h(z:) = hey) — (W (yi) — ¥e,) H;ﬁ* > lI(h(ay) = he,) = (W) = de,)lIZ,
]EC

= Ih(w:) = (I3, + e, = P13, = 2(h(z) = v ) (e = be,)
4 3 (Ilay) = 0w, + W, = e, = 200lay)  903)) (e, — W)

je€C;
=||h(ﬂfi) —Yil%, + lhc, = ¥e, 5, — 2(h(zi) = ¥(y:)" (he, = ¥e,)

+ Z () =D ()lF, + ke, —bollF, =203 hlz;) — i) (he, —¥e,)

]EC’ jeC;
=[Ih(@i) = v y)lz, + — Z 1h(z5) — ()%, — 2(a(e:) = ¥(y) " (he; —de,)
]EC
1 Z I(h (i) = (h() — S ()7,
jEC
=— Z (R 7)) = (U (yi) — V)%, -
jGC

3 Proof of Proposition 4

When replacing the matrices containing candidate input feature vectors by their approximation
given in Equation (9): ®¢ = <I>3M\IJF§\IIC and o = QSM\IIE\IIC, the expression of ® becomes:

V' = [B5 — PsMUEVe, (PsMULVe — PgMUEUVT)D,
— @S [Ig — M\IIE\T/C,M\IJT(\I/C - \TJCVT)D”] :

We note A = [ M\I/TlIIC, M\I/T(\IJC VoV n] and replace the expression of @’ in the
solution:

W =0 (A + ATKx A) T ATOY = W AT (A, + Kx AAT) ' &L,



4 Proof of Proposition 5

We replace the candidate input feature vectors by their approximation and use the fact that the
training input feature vectors can be expressed as: ®g = Dg 1.

' = [0g — O¢, (Pc — PV Dy
= [DoyI — Do MU LU, (Do, MU LT — Do MU LUVT)D,]
®' = Doy [I- MU{To, MUL(Ue — UeVT)D,] .

We note A = [I — M\IIE\TIC, M\Ilg(\llc — \IJCVT)Dn]. Given the expression of ®', the solu-

tion can be rewritten as follows:

_ —1
W = (Myyn + ATDY Doy A) ' ATDY = w'AT ()\IgK + Dy, AAT) Dy

where D, . = diag (,u,lK)l(S, e ,,ukK)[((S).
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