Gradient-Free SVGD

Appendix A: Proof of Theorem 1
Proof:, By definition, w(x) = p(x)/p(x), Vew(x) = w(x)s,(x) — w(x)sy(x),

A, (w(@)p(x)) = w(z)s, () ¢(x) + V,, (w(z)g(x))
= w(z)sp(x) d(z) + Vou(z) () + w(x)V, d(z)
=w(x)s,(x) d(z) + w(x)V, d(x) = w(z)A) ().
Therefore, we have
Dr.,(qlp) = max {EanqglA) (w()o())]} 27)
= max {Eong[A, ¢(2)]]} (28)
=Dur(q | p)

Appendix B: Proof of Theorem 2

Proof: When # is an RKHS with kernel k(x, '), then w# is also an RKHS, with an “importance weighted kernel”

k(z,z') = w(x)w(x)k(z,x'). (29)
Following Lemma 3.2 in Liu & Wang (2016), the optimal solution of the optimization problem (28) is,

W()$° () = Egmglsy(@w(@)k(z, Ju() + Vo (w(@)k(a, Ju(-))
= w()Eanqlw(@) A,k (@, )]

This gives
¢ () = Exglw(@) A k(z, ).
Following Theorem 3.6 (Liu et al., 2016), we can show that

Nl

Dr.p(q [l p) = (Ezainqlfp(®, 2)]) 7, (30)

where

’%P(:Ba 33/) = (.A;)T(Ap/;:(:l:, :L'/))

and A, and A/ denote the Stein operator applied on variable « and x’, respectively. Applying Theorem 1, we have
4 P p pp

where we recall that «,(x, ') = (A) " (A k(z,a’)). Therefore, D ,(¢, p) in (30) equals

=

D7.p(¢,p) = (Ba arnglw(@)s, (@, 2" )w(@")])?.

This completes the proof. 0



