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Abstract
We investigate the effectiveness of trace-based
supervision methods for training existing neural
abstract machines. To define the class of neural
machines amenable to trace-based supervision,
we introduce the concept of a differential neural
computational machine (∂NCM) and show that
several existing architectures (NTMs, NRAMs)
can be described as ∂NCMs. We performed a
detailed experimental evaluation with NTM and
NRAM machines, showing that additional super-
vision on the interpretable portions of these ar-
chitectures leads to better convergence and gen-
eralization capabilities of the learning phase than
standard training, in both noise-free and noisy
scenarios.

1. Introduction
Recently, there has been substantial interest in neural ma-
chines that can induce programs from examples (Graves
et al., 2014; Reed & de Freitas, 2016; Graves et al., 2016;
Zhang et al., 2015; Zaremba & Sutskever, 2015; Kaiser &
Sutskever, 2015; Gaunt et al., 2016; Vinyals et al., 2015;
Feser et al., 2016; 2015; Frankle et al., 2016; Kurach et al.,
2016; Bošnjak et al., 2017). While significant progress has
been made towards learning interesting algorithms (Graves
et al., 2016), ensuring these machines converge to the de-
sired solution during training is challenging. Interestingly
however, even though they differ architecturally, most of
these machines rely on components (e.g., neural memory)
that are more interpretable than typical neural networks
(e.g., an LSTM). This allows one to provide additional su-
pervision and help bias the learning towards the desired
solution.

In this work, we investigate whether (and by how much)
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additional amounts of supervision provided to these inter-
pretable components during training can improve learning.
The particular type of supervision we consider is partial
trace supervision, providing more detailed information, be-
yond input-output examples, during learning. To help de-
scribe the type of architectures our results apply to, we
introduce the notion of a differential neural computational
machine (∂NCM), a formalism which allows to cleanly
characterize the neural machines that can benefit from any
amount of extra trace-based supervision. We show that com-
mon existing architectures such as Neural Turing Machines
(NTMs) and Neural Random Access Machines (NRAMs)
can be described as ∂NCMs. We also explain why other ma-
chines such as the Neural Program Interpreter (NPI) (Reed
& de Freitas, 2016) or its recent extensions (e.g., the Neural
Program Lattice, Li et al. (2017)) cannot be instantiated
as a ∂NCM and are thus restricted to require large (and
potentially prohibitive) amounts of supervision.

We performed an extensive evaluation investigating how
partial trace information affects training of both NTMs and
NRAMs. Overall, our experimental results indicate that ad-
ditional supervision can substantially improve convergence
while leading to better generalization and interpretability,
under both noise-free and noisy supervision scenarios. In-
terestingly, we also show that on a more complex task, the
NRAM architecture trained with additional supervision can
generalize better than more recent architectures such as the
DNGPU (Freivalds & Liepins, 2017) which are difficult to
interpret and thus, provide additional supervision to.

The work closest to ours is the Differentiable Forth of Bošn-
jak et al. (2017), which also investigates the effects of extra
supervision. The main difference between the two works is
the kind of supervision provided. In Bošnjak et al. (2017),
the teacher provides a sketch of the program to be learned.
The machine then needs to fill in the holes of the sketch.
In our work, there is no program sketch: the teacher hints
(part of) the operations that the machine should execute in
specific executions (i.e., hints on specific execution traces).
The machine then has to learn these operations. We believe
that both training methods are interesting and worth investi-
gating in the context of neural machines. We also remark
that both methods have already been investigated in the con-
text of traditional (non-neural) programming, for example
by Lau et al. (2003) and Solar-Lezama et al. (2006).
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(a) Overfitting & No Traces (b) Generalizing & No Traces (c) Generalizing & Traces

Figure 1. Traces of locations accessed by read/write heads for the Flip3rd task in three different training setups. The y-axis represents
time (descending); the x-axis represents head locations. First, two NTMs are trained without partial trace information. White represents
the distribution of the write head; orange the distribution of the read head; (b) and (c) generalize and are more interpretable than (a); (c)
was trained using partial trace information and is more interpretable than (b).

To intuitively illustrate our approach, consider the task of
training an NTM to flip the third bit in a bit stream (called
Flip3rd) – such tasks have been extensively studied in the
area of program synthesis with noise (Raychev et al., 2016)
and without (Jha et al., 2010). An example input-output pair
for this task could be [0, 1, 0, 0] → [0, 1, 1, 0]. Given a set
of such examples, our goal is to train an NTM that solves
this task. Figure 1c shows an example NTM run (on an
input that is longer than those shown during training) that
demonstrates good generalization and has an understandable
trace. The y-axis indicates time (descending), the x-axis
indicates the accessed memory location, the white squares
represent the write head of the NTM, and the orange squares
represent the read head. As we can see, the model writes the
input sequence to the tape and then reads from the tape in the
same order. However, in the absence of richer supervision,
the NTM (and other neural architectures) can easily overfit
to the training set – an example of an overfitting NTM is
shown in Figure 1a. Here, the traces are chaotic and difficult
to interpret. Further, even if the NTM generalizes, it can do
so with erratic reads and writes – an example is shown in
Figure 1b. Here, the NTM learns to read from the third bit
(circled) with a smaller weight than from other locations,
and also reads and writes erratically near the end of the
sequence. This model is less interpretable than the one in
Figure 1c because it is unclear why the NTM reads the third
bit with less weight, and whether this helps flip it.

In this work we develop systematic ways to guide the train-
ing of a neural machine (e.g., NTM, NRAM) towards more
interpretable behavior 1. For instance, for Flip3rd, pro-
viding partial trace information on the NTM’s read heads for
10% of input-output examples is sufficient to bias learning
towards the NTM shown in Figure 1c 100% of the time.

1All of the code, tasks and experiments are available at:
https://github.com/eth-sri/ncm

2. Neural Computational Machines
We now define the notion of a neural computational machine
(NCM) which we use throughout to formalize our ideas.
We introduce NCMs for two reasons. First, they allow
one to capture the class of neural machines to which our
supervision methods apply and explain why other machines
fall outside this class. That is, the NCM abstraction clearly
delineates end-to-end differentiable architectures such as
NTM (Graves et al., 2014) and NRAM (Kurach et al., 2016),
which can train with little to no trace supervision, from
architectures that are not end-to-end differentiable, such
as NPI (Reed & de Freitas, 2016), and hence require a
certain minimum amount of trace information. In Section 3,
we show how to phrase two existing neural architectures
(NTM and NRAM) as an NCM. Second, it enables us to
cleanly define a general, abstract loss function that captures
different kinds of trace-based supervision at the NCM level
and makes it clear which components of that loss function
need to be instantiated for the particular NCM architecture
(e.g., NTM, NRAM). In Section 4, we show how to specify
the general trace-based loss function at the NCM level and
how to instantiate key components of that loss function for
NTMs and NRAMs.

We note that while NCMs do allow for a clean formalization
of the ideas and help overall understanding, they are not
meant to be a complete neural model where one specifies
the additional supervision only at the NCM level without
any awareness of the details of the underlying architecture.
Indeed, the user still has to be aware of the interpretable
portions of the particular architecture (e.g., NRAM, NTM)
and have some intuition for how a solution to the task at
hand would use those components. We do believe however
that this is a reasonable trade-off to investigate: a little bit
of extra knowledge can enable substantially better results.

https://github.com/eth-sri/ncm
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Figure 2. (a) depicts the generic NCM structure, (b) is a high-level overview of an NTM, and (c) is a high-level overview of an NRAM.
For NRAM, the controller outputs a circuit, which in this case contains the modules READ, ADD, SUB, LT, and WRITE. The controller
encodes the two inputs to the modules as probability vectors, a and b, over the possible choices. Darker colors capture higher probability,
e.g., dark green is the most likely choice. The only input to the controller are the registers r1 and r2.

2.1. NCM design

The design of an NCM mimics classic computational ma-
chines with a controller and a memory. Concretely, an NCM
is a triple of functions: a processor, a controller, and a loss.
We define these components below.

Processor The processor πθ : C×M → B×M performs
a pre-defined set of commands C, which might involve
manipulating memories in M . The commands may produce
additional feedback in B. Also, the processor’s operation
may depend on parameters θ.

Controller Controller κθ : B ×Q× I → C ×Q×O de-
cides which operations the machine performs at each step. It
receives external inputs from I and returns external outputs
in O. It can also receive feedback B from the processor and
command it to do certain operations (e.g., memory read).
The decisions the controller takes may depend on its internal
state in Q. The controller can also depend on additional
parameters θ. For instance, if the controller is a neural
network, then θ gives the network’s weights.

Loss Function The loss function LE : Trace × E → R
indicates how close an execution trace τ ∈ Trace of the
machine (defined below) is to a behavior from a set E.

Plugging the behavior of the machine into the loss, we get:

l(θ;x, e) = LE(τθ(x), e) (1)

Averaging l over a set of input-output examples (x, e) gives
us the loss surface that is being minimized during training.
As standard, we require l to be continuous and piecewise
differentiable w.r.t w for any given example (x, e).

Traces The execution of the machine begins with an input
sequence x = {xt}n1 and initial values of the controller state
q0, memoryM0, and processor feedback b0. At each time
step t = 1 . . . n, controller and processor take turns:

(ct, qt, yt) = κ(bt−1, qt−1, xt)

(bt,Mt) = π(ct,Mt−1) (2)

To avoid clutter, we keep the parameters θ implicit. A trace
τ(x, b0,M0, q0) = {(ct, bt, qt, yt,Mt)}n1 keeps track of
the values of these quantities at every time step. We occa-
sionally write τC , τB , . . . for the trace projected onto one
of its components c, b, . . . .

∂NCMs Note that the differentiability conditions we im-
pose on l do not imply the functions π, κ and LE are con-
tinuous or differentiable w.r.t all parameters. They indeed
can be highly discontinuous as in NCMs like Memory Net-
works (Weston et al., 2014), or as in Neural Programmer-
Interpreters (Reed & de Freitas, 2016). In order to ensure
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the differentiability of l, these architectures train with strong
supervision: in this case the loss function LE requires ex-
amples e ∈ E that provide a value for each discontinuous
quantity in the traces. In contrast, what we call differentiable
neural computational machines (∂NCM), have κ, π and LE
continuous and piecewise differentiable. Then, there is no
need to specify corresponding values in the examples, and
so we can train with as much trace information as available.

3. NTMs and NRAMs as NCMs
We now describe NTMs and NRAMs as ∂NCMs.

NTM as ∂NCM An NTM (Graves et al., 2014) (Fig-
ure 2b) has access to a memoryM∈ Rc×n of c cells of n
real numbers each. We suppose the machine has one read
head and one write head, whose addresses are, respectively,
the probability vectors r, w ∈ [0, 1]{1...c}. At every time
step, the read head computes the expected value m ∈ Rn of
a random cell at index i ∼ r. This value together with the
current input are fed into a controller neural network, which
then decides on the command. The command consists of sev-
eral pieces: (i) a decision on what fraction e ∈ Rn to erase,
(ii) how much a ∈ Rn to add to the cells underneath the
write head, and (iii) an indication of the head movement with
two probability vectors ∆r,∆w ∈ [0, 1]{−1,0,+1}. Finally,
the controller produces the current output value. In terms of
NCMs, NTM variables fall into the following classes:

I/O State Communication

x ∈ I
y ∈ O

q ∈ Q
(r, w,M) ∈M

(e, a,∆r,∆w) ∈ C
m ∈ B

Each of these variables change over time according to cer-
tain equations (found in the supplementary ). The processor
π and the controller κ functions for each time step satisfy:

((et, at,∆rt,∆wt), qt, yt) = κ(mt, qt−1, xt) (3)
(mt+1, (rt, wt,Mt)) =

π((et, at,∆rt,∆wt), (rt−1, wt−1,Mt−1)). (4)

That is, the processor computes the new values of the read
and write heads by convolving their old values with ∆r and
∆w, updates the memory by using e, a, the write head w
and the previous value of the memory, and also produces the
output read value by using the memory and the read head r.
Formal details are provided in the supplementary material.

The standard loss function LE for the NTM includes a term,
such as cross-entropy or L2 distance, for the machine output
at every time step. Each of these compare the machine
output to the respective values contained in examples e ∈ E.

NRAM as ∂NCM A Neural Random Access Machine
(NRAM) (Kurach et al., 2016) is a neural machine designed

for ease of pointer access. The NRAM has a memory and
registers that store probability vectors on a fixed set {1 . . . c}.
The memory is, therefore, a matrixM ∈ Rc×c of c cells,
while the register file is a matrix r ∈ Rn×c of n registers.
The controller receives no external inputs, but it takes as
feedback the probability of 0 for each register. It also pro-
duces no external output, except for a halting probability
f ∈ [0, 1] produced at every time step. The “output” of the
run is considered to be the final memory.

At each time step the NRAM can execute several modules
from a fixed sequence. Each module implements a simple
integer operation/memory manipulation lifted to probability
vectors. For example, addition lifts to convolution, while
memory access is as in the NTM. At every time step, the
controller organizes the sequence of modules into a circuit,
which is then executed. The circuit is encoded by a pair of
probability distributions per module, see Figure 2c. These
distributions specify respectively which previous modules
or registers will provide a given module’s first/second argu-
ments. The distributions are stacked in the matrices a and b.
A similar matrix c is responsible for specifying what values
should be written to the registers at the end of the time step.
The NCM instantiation of an NRAM is:

I/O State Communication

{1} = I

ft ∈ O
qt ∈ Q

(rt,Mt) ∈M
(at, bt, ct) ∈ C

rt,−,0 ∈ B

The equations for these quantities are found in the supple-
mentary material. The processor π and the controller κ are:

((at, bt, ct), qt, ft) = κ(r(t−1),−,0, qt−1, 1)

(rt,−,0, (rt,Mt)) = π((at, bt, ct), (rt−1,Mt−1)).
(5)

The NRAM loss is an expectation with respect to the dis-
tribution p of the halting time step, as determined by the
halting probabilities ft (see the supplementary material).
Each example is a vector e ∈ {1 . . . c}c holding the desired
value of each memory cell. The loss considers the negative
log likelihood that the i-th memory cell at time step t equals
the value ei from the example, independently for each i:

LE(τ, e) = −
∑
t<|τ |

pt
∑
i<c

log(Mt,i,ei). (6)

4. Subtrace Supervision of NCMs
Incorporating supervision during training of an NCM-
instantiated machine can be helpful with: (i) convergence:
additional bias may steer the minimization of the loss func-
tion LE away from local minima that do not correspond to
good solutions, (ii) interpretability: the bias can be useful
in guiding the machine towards learning a model that is
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more intuitive/explainable to a user (especially if the user al-
ready has an intuition how components of the model should
be used), and (iii) generalization: the bias can help with
finding solutions which minimize the loss on more difficult
examples than those seen during training.

The way we provide additional supervision to NCMs is,
for example, by encoding specific commands issued to the
processor into extra loss terms. Let us illustrate how we
can bias the learning with an NTM. Consider the task of
copying the first half of an input sequence {xt}2l1 into the
second half of the machine’s output {yt}2l1 , where the last
input xl from the first half is a special value indicating that
the first half ended. Starting with both heads at position 1,
the most direct solution is to consecutively store the input
to the tape during the first half of the execution, and then
read out the stored values during the second half. In such a
solution, we expect the write/read head positions to be:

ew(t) =

{
one-hot(t) if t = 1 . . . l

one-hot(l) if t ≥ l + 1
(7)

er(t) =

{
one-hot(1) if t = 1 . . . l

one-hot(t− l) if t ≥ l + 1
(8)

Here one-hot(i) denotes the probability vector whose i-th
component equals 1 (the distribution concentrated on i).

To incorporate this information into the training, we add loss
terms that measure the cross-entropy (H) between ew(t) and
wt as well as between er(t) and rt. Importantly, we need not
add terms for every time-step, but instead we can consider
only the corner cases where heads change direction:∑

t=1,l+1,2l

H(ew(t), wt) +H(er(t), rt).

4.1. Generic Subtrace Loss for NCMs

We now describe the general shape of the extra loss terms
for arbitrary NCMs. Since, typically, we can interpret only
the memory and the processor in terms of well-understood
operations, we will consider loss terms only for the memory
state and the communication flow between the controller
and the processor. We leave the controller’s hidden state
unconstrained – this also permits us to use the same training
procedure with different controllers.

The generic loss is expressed with four loss functions for
the different components of an NCM trace:

LC : C × EC → R LB : B × EB → R
LO : O × EO → R LM : M × EM → R (9)

For each α ∈ {C,B,O,M}, we give hints (t, v, µ) that
indicate a time step t at which the hint applies, an example

v ∈ Eα for the relevant component, and a weight µ ∈ R of
the hint. The weight is included to account for hints having
a different importance at different time-steps, but also to
express our confidence in the hint, e.g., hints coming from
noisy sources would get less weight.

A subtrace is a collection σ of hints used for a particular
input-output example e. We call it a subtrace because it typ-
ically contains hints for a proper subset of the states traced
by the NCM. With σα we denote the hints in σ designated
for a loss component α. The net hint loss is the sum of all
losses per hint, weighted and normalized:

Lσ(τ, σ) =

∑
α∈{C,B,O,M}

∑
(t,v,µ)∈σα µLα(τα,t, v)∑

α∈{C,B,O,M}
∑

(t,v,µ)∈σα µ

The total loss for a given input-output example and subtrace
equals the scaled hint loss Lσ plus the original loss LE ,
where the scaling of the hint loss is a hyperparameter λ:

L(τ, (σ, e)) = λLσ(τ, σ) + LE(τ, e). (10)

4.2. Subtraces for NTM

For NTMs, we allow hints on the output y, heads r and w,
and the tapeM. We include extra loss terms for the memory
state only (i.e., except LM , all other loss terms are zero).
For addresses, LM is defined as:

LM ((rt, wt,Mt), (wr, v)) = H(v, wt)

LM ((rt, wt,Mt), (rd, v)) = H(v, rt)
(11)

Unlike addresses, values on the tape are interpreted accord-
ing to an encoding internal to the controller (which emerges
only during training). Forcing the controller to use a specific
encoding for the tape, as we do with NTM output, can have
a negative effect on training (in our experiments, training
diverged consistently). To remedy this, we do not apply
the loss to the tape directly, but to a decoded version of a
cell on the tape. While a decoder might find multiple repre-
sentations and overfit, we found that it forced just enough
consistency to improve the convergence rate. The decoder
itself is an auxiliary network φ trained together with the
NTM, which takes a single cell from memory as input. The
output of the decoder is compared against the expected value
v which should be in that cell:

LM ((−,−,Mt), (tape, i, v)) = H(φ(Mt,i), v). (12)

For all subtraces we provide in our experiments with NTMs,
the hints have the same unit weight.

4.3. Subtraces for NRAM

For NRAMs, we hint which connections should be present
in the circuit the controller constructs at each step, including
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Figure 3. A circuit for the task of adding one to all memory cells.
The arrows for register updates are shown in red. Technically,
modules take two arguments, but some ignore an argument, such
as INC or READ. For them, we show only the relevant arrows.

the ones for register updates. An example circuit is shown
in Figure 3. In terms of an NCM, this amounts to providing
loss for commands and no loss for anything else. We set the
loss to the negative log likelihood of the controller choosing
specific connections revealed in the hint:

LC((at, bt, ct), (module,m, i, j)) =

− log(at,m,i)− log(bt,m,j)

LC((at, bt, ct), (register, r, i)) =

− log(ct,r,i) (13)

Here, m is the module, i is the index of the first argument
(a module or a register); similarly for j for the second argu-
ment. In our experiments, we observed that assigning higher
weight to hints at earlier timesteps is crucial for convergence
of the training process. For a hint at time-step t, we use the
weight µ = (t+ 1)−2. A possible reason for why this helps
is that the machine’s behavior at later time-steps is highly
dependent on its behavior at early time-steps. Thus, the
machine cannot reach a later behavior that is right before it
fixes its early behavior. Unless the behavior is correct early
on, the loss feedback from later time-steps will be mostly
noise, masking the feedback from early time-steps.

Other Architectures The NCM can be instantiated to
architectures as diverse as a common LSTM network or End-
To-End Differentiable Memory Networks. Any program
inducing neural network with at least partially interpretable
intermediate states for which the dataset contains additional
hints could be considered a good candidate for application
of this abstraction.

5. Experimental Evaluation
We evaluated the effects of different kinds of trace-based
supervision on training NTM and NRAM architectures. The
main questions we investigated are: (i) Does trace supervi-
sion help convergence, interpretability, and generalization?
(ii) How much supervision is needed to train successfully?
We focused on algorithmic tasks (mostly from the NTM and
NRAM papers) since these architectures were designed to

Figure 4. Fraction of training instances that generalized out of 10
supervised runs per task for the NTM compared to unsupervised
baseline. We provide a subtrace 100% of the time and use λ = 1.

solve such tasks, but also because the tasks are unambiguous
and supervision can be provided more easily.

Effects on NTMs We measured the frequency of succeed-
ing to train an NTM that generalizes strongly. We consider
a model to generalize strongly if whenever we train with
examples of size ≤ n, the trained NTM achieves perfect ac-
curacy on all tests of size≤ 1.5n, and at least 90% accuracy
on all tests of size ≤ 2n.

Figure 4 reports the average improvement over a baseline
trained with input/output examples. We experimented with
four tasks and various types of hints (see supplementary).
The hint types are: (1) read/write give the respective head
addresses for all time steps; (2) address combines read and
write; (3) corner reveals the heads’ addresses but only when
the heads change direction; (4) value gives a value for a
single cell; (5) addr+val combines address and value hints.

Trace supervision improves generalization in all except 3
cases. Interestingly, among the most challenging tasks, a
small but non-negligible amount of extra supervision (i.e.,
corner hints) lead to greatest improvement. For example,
for RepeatFlip3d the baseline generalizes only 5% of
the time, while corner hints achieve 8-fold improvement,
reaching 40%. Another task with an even larger ratio is
RepeatCopyTwice, where success increases from 15.5%
to 100%. Both results are illustrated in the supplementary.

In addition to this experiment, we performed an extensive
evaluation of different setups, varying the global λ parame-
ter of the loss (10), and providing hints for just a fraction of
the examples. Full results are in the supplementary; here we
provide those for Flip3rd in Figure 5. The results reveal
that the efficacy of our method heavily depends on these
two parameters. The best results in this case are for the
read/corner type of hints for 1

2 or 1
10 of the examples, with

λ ∈ {0.1, 1}. Interestingly, while the type of supervision
which works best varies from task to task, for each task there
exists a trace which can be provided only 1% of the time
and still greatly improve the performance over the baseline.
This suggests that a small amount of extra supervision can
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density 100 100 100 100 50 50 50 50 10 10 10 10 1 1 1 1

λ 1 0.3 0.1 0.03 1 0.3 0.1 0.03 1 0.3 0.1 0.03 1 0.3 0.1 0.03

baseline 45

addr+val 30 50 50 50 50 50 70 80 60 80 40 40 40 60 40 10

address 0 60 40 40 20 70 80 90 90 70 60 50 50 50 60 60

value 60 50 40 60 80 70 40 10 50 10 40 70 50 30 40 60

read 40 60 70 40 30 80 90 90 100 70 80 50 30 50 60 30

write 0 30 50 20 30 40 60 20 40 40 40 40 20 50 70 50

corner 50 70 80 80 40 40 90 70 80 70 60 40 50 60 60 40

Figure 5. The number of training runs (out of 100) that generalized for Flip3rd. The different supervision types are shown vertically,
while the proportion of examples that receive extra subtrace supervision (density) and the extra loss term weight (λ) are shown horizontally.

(a)

(b)

Figure 6. Execution traces of two NTMs trained on Flip3rd
until generalization. First is baseline (no trace supervision); second
is trained with corner hints. Time flows top to bottom. The first
pane from every pair shows the value written to tape; second shows
head locations. Figures show that a little extra supervision helps
the NTM write sharper 0–1 values and have more focused heads.

improve performance significantly, but the kind of supervi-
sion may differ. This, of course, raises the question of what
the best type and amount of hints are for a given task.

Finally, we observed that in all cases where training with
trace supervision converged, it successfully learned the head
movements/tape values we had intended. This shows that
trace supervision can bias the architecture towards more
interpretable behaviors. In those cases, the NTM learned
consistently sharper head positions/tape values than the base-
line, as Figure 6 shows for Flip3rd.

Effect of subtraces on NRAMs For the NRAM we mea-
sured the average test accuracy over the whole set of trained
models. Unlike the original NRAM paper (Kurach et al.,
2016), we used the more conservative 0–1 loss for testing:
the output gets a score 0 even if it is incorrect in just one
position. We did that because we consider the metric in the
NRAM paper to be too subjective: it reports the fraction of

Figure 7. Error rates for NRAM showing the average number of
errors after training had completed for NRAM with different kinds
of supervision.

incorrect output positions over a manually specified region.

We show the results for four different tasks / types of hints
in Figure 7. The types of hints are: (1) single hint reveals
a random part of the circuit at one random time step; (2)
corner shows the entire circuit at the first and the last time
steps; (3) single time step gives the full circuit at a random
time step; (4) full provides the full circuit at all time steps.
We show examples in the supplementary.

As shown in the figure, the NRAM baseline performed
poorly. We attribute this mainly to the difficulty of training
an NRAM that generalizes well. For example, Neelakantan
et al. (2015) reported that only 5 to 22 out of 100 training
runs succeed over three possible hyperparameter choices.
Thus, it is difficult to find hyperparameters that make the
baseline model generalize well.

Interestingly, however, as seen in the figure, adding extra
supervision dramatically improved the baseline. We trained
with up to 5000 examples. Here, the full supervision led to
good results consistently, unlike the NTM case, where cor-
ner hints were usually better. Also, even though consistent,
full supervision did not always lead to the best improvement:
for the easier tasks, Swap and Increment less supervi-
sion was, in fact, more effective. This again shows that
training is sensitive to the amount and type of supervision.
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(a) Average generalization of DNGPU (Freivalds & Liepins, 2017)
and NRAM using full hints for Merge.

(b) Permute with noise for NRAM: the distribution of errors to
problem length (one character of noise in 10% of samples).

(c) Increment with NRAM: comparing average generalization
to sequence length (including with noisy hints).

Figure 8. Results comparing (a) NRAM vs. DNGPU (with super-
vision), (b) supervision with noisy training for NRAM, and (c)
generalization for NRAM with different supervision types.

NRAM with Supervision vs. DNGPU We also com-
pared to the DNGPU (Freivalds & Liepins, 2017), a state-of-
the-art architecture, which can often perform better than the
baseline NTM and NRAM architectures on certain tasks, but
which is also much more difficult to interpret, and provide
hints for. Given the gap between the baselines of DNGPU
and NRAM, we were curious whether NRAM with full
supervision can get closer to the DNGPU accuracy. To-
wards that, we compared the NRAM and the DNGPU on
the challenging Merge task, where two sorted lists must be
merged into one sorted list. A maximum of 10000 samples
were used for the DNGPU and 5000 for the NRAM. The
DNGPU was run out of the box from the code supplied by
the authors. 20 runs were averaged for the DNGPU and
38 runs for the NRAM. Again, without extra supervision,
we did not observe the NRAM to generalize. Interestingly,
as can be seen in Figure 8a, the DNGPU performs well on
tests within the training length (20), but on larger lengths its
accuracy drops rapidly and the NRAM with full supervision
outperforms the DNGPU (its accuracy drops less rapidly).

Robustness to Noise Finally, we investigated the effect
of subtrace supervision when training with noise. Towards
that, we performed two experiments: one where noise was
introduced in the training examples and one where noise
was introduced in the extra hints themselves.

For the noisy examples, we corrupted a single character in
10% of the training examples for the Permute task. The
effect is shown in Figure 8b. Without any subtrace hints,
training did not converge within the time limit, whereas with
just corner hints, the test error was around 25%.

For the noisy subtrace hints, we took full supervision
and corrupted a single hint in 20% of the traces for the
Increment task. As seen in Figure 8c, for small enough
sequence lengths, NoisyFull training actually obtained
better performance than full supervision without noise.

6. Conclusion
We investigated the effects of additional trace-based supervi-
sion when training neural abstract machines. The basic idea
was to provide this supervision (called partial trace infor-
mation) over the interpretable components of the machine
and to thus more effectively guide the learning towards the
desired solution. We introduced the ∂NCM architecture
in order to precisely capture the neural abstract machines
to which trace-based supervision applies. We showed how
to formulate partial trace information as abstract loss func-
tions, how to instantiate common neural architectures such
as NTMs and NRAMs as ∂NCMs and concretize the ∂NCM
loss functions. Our experimental results indicate that par-
tial trace information is effective in biasing the learning
of both NTMs and NRAMs towards better convergence,
generalization and interpretability of the resulting models.
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