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A Appendix: Collapsed Gibbs
Sampling for Factorial HMM

Let g¢.m,t =1...T,m =1... M be the hidden state
of the m’th chain of a factorial HMM with M chains at
time ¢ and let O; be the observation at that time. At
each step, a single state g; ., is sampled given all the
other states. Let C\",, be the count of states ¢ and q at
times ¢ and ¢ + 1 respectively in chain m excluding the
variable to be sampled, and let Cy1, .. 4,0 the count
of the combination of states q1,...q, with outcome
o (a potentially exponentially large table). Let « and
[ are Symmetric Dirichlet priors on the chain specific

transition matrix and the emission matrix respectively.

The sampling equations for 1 < ¢ < T are:
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where Q is the number of states and O is the number of
possible outcomes. For ¢t = 1 the first term is replaced
with 1 and for ¢ = T the second term is replaced with
1.

Computationally, this algorithm is practical only when
the dependency between O, and the states ¢, has some
compact form, for example when O; depends on only
a few of these states at a time like in FResist or in
[Dong et al., 2012|, or when this dependence has some
functional form (like in FResist).

The parameters Pr(g41]g:) and Pr(ogf ... ") can
be estimated by:
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