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Appendix to “Approximate Bayesian Computation
with Kullback-Leibler Divergence as Data Discrepancy”

1 Technical Proof

1.1 Lévy’s Upward Theorem

Theorem 0 (Lévy’s Upward Theorem) Denote by {Z,,},>¢ a collection of random variables, and
by Fy a filtration on the same probability space. If sup,,~ |Zy| is integrable, Z,, — Z, almost
surely as n — oo and F,, T Foo then E[Z,|F,)] — E[Zoo|Foo] both almost surely and in mean.

1.2 Proof of Theorem 1

Let Z, =1 (D(X,Y) <e) =1 (@({Xi}?zl, {Y; }m(")) < e) then sup,, . |Z,| > 1and Z,, —

Zs = 1(D(pg-,pp) < €). Let F,, = o-algebra(X7,...,X,) then F,, T Foo = Up>0Fk. Using
Lévy’s Upward Theorem yields

By [[(D(X,Y) <€) |X] = L(D(ps-,ps) < €) as..
Noting that
By [[(D(X.Y) < 1X] = [1(0(X,9) < ) molw)dy.

we have convergence of the numerator in (1)

/ (O)L(D(X.y) < ) po(w)dy — 7(O)L (D(pp- . po) <€) as.

and convergence of the denominator in (1) by the dominated convergence theorem

/ / (0T (D(X,y) < ¢) po () dydd’ / (0L (D (po-por) < €) O/

Combining two convergence results completes the proof.

1.3 Proof of Corollary 1

This is an immediate consequence of Theorem 1 in the main text and Theorem 2 in [? ].

1.4 Proof of Corollary 2

Asn — ocoand m/n — a > 0,

mmerﬁ/ﬂ—M Yoo <dx+—/h 1po(y

1

“Tta 141ra /h(ﬂf)[apa(l‘) — po- (x)]dz

If h(z) = I(ape () > pe-()),
RHS = ! + ! /max{ape(x) - 1,0}p9*(x)dm

l+a 14« o~ ()

= [ [ {22 1ol b
i {2 e
_ 1 / :max{ape(x),l} _ (a\/l)] po- (x)dx + avl

1+« Do+ () 1+«
= D¢ (po-|lpe) + c(a)




15 1.5 Proof of Corollary 3

The auxiliary MLE asymptotically minimizes the KL divergence between pg and p4(+|¢).

$(Y) = arg glgngME\@ = 9(0) = argminKL(po|[pa (6))
Since the auxiliary model {p4(:|¢) : ¢ € ®} is bijective to the model {py : 6 € O},
min KL(pg||pa(-1¢)) =0, pa(|6(6)) = po.

Then
DaL(X,Y) — KL(pollpa(-16(67))) — KL(po|lpa(-|6(6))) = KL(po||po-)-



