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Abstract

Topic models are in widespread use in natu-
ral language processing and beyond. Here,
we propose a new framework for the eval-
uation of probabilistic topic modeling algo-
rithms based on synthetic corpora contain-
ing an unambiguously defined ground truth
topic structure. The major innovation of
our approach is the ability to quantify the
agreement between the planted and inferred
topic structures by comparing the assigned
topic labels at the level of the tokens. In ex-
periments, our approach yields novel insights
about the relative strengths of topic models
as corpus characteristics vary, and the first
evidence of an “undetectable phase” for topic
models when the planted structure is weak.
We also establish the practical relevance of
the insights gained for synthetic corpora by
predicting the performance of topic modeling
algorithms in classification tasks in real-world
corpora.

1 Introduction

Topic modeling is a powerful natural language pro-
cessing tool for the unsupervised inference of the la-
tent topics of a collection of texts (Blei, 2012; Crain
et al., 2012). A variety of topic modeling algorithms
have been proposed to cope with a broad set of tech-
nical challenges and diverse types of written docu-
ments (Blei et al., 2003; Griffiths and Steyvers, 2004;
Blei and Lafferty, 2007; Buntine and Mishra, 2014;
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Lancichinetti et al., 2015). Due to the large number
of topic models in the literature and their widespread
use, it is crucial to benchmark available algorithms.
The need for such approaches is exacerbated by the
increase of topic modeling applications in computa-
tional social science, where the purpose of the models
is not to predict documents (in which case held-out
likelihood would suffice) but instead to help under-
stand the corpus, which requires an evaluation of the
inferred topics themselves (Boyd-Graber et al., 2017).

Our analysis is grounded on the assumption that a
hidden topic structure exists in the texts (i.e. a la-
tent variable leading to deviations from the random
usage of words). Under this assumption, a topic mod-
eling algorithm can be viewed as an instrument for
the measurement of the hidden structures. Crucial to
measurement is the existence of a standard that pro-
vides ground truth (Bandalos, 2018; Allen and Yen,
2001). For example, the use of synthetic datasets has
become standard in order to probe machine learning
algorithms in fields such as clustering (Jain, 2010) or
community detection (Lancichinetti et al., 2008).

Currently employed evaluation methods for topic mod-
els are often subjective, and can lack theoretical justifi-
cation. Indeed, the debate is ongoing as to which eval-
uation method is best (Wallach et al., 2009b; Chang
et al., 2009; Röder et al., 2015). From a practical per-
spective, the relative performance of topic modeling al-
gorithms varies substantially across different corpora
with different characteristics (see e.g. Fig. 1, which
compares several topic modeling algorithms on classi-
fication tasks). While we would expect that certain
algorithms or settings are better suited to particular
document characteristics (e.g., corpus size, document
length, number of topics, burstiness, etc.), it remains
unclear how such properties affect the performance of
topic modeling algorithms, beyond a certain measure
of machine learning “folklore” (Tang et al., 2014).

In this work, we present a new framework for topic
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Figure 1: Performance of topic models is inconsistent across diverse real-world corpora. Normalized
mutual information of four topic modeling algorithms in unsupervised document classification for 8 real-world
corpora. See Supplementary Material, Secs. S1, S2 and S4 for details on the corpora (and the pre-processing
steps), the topic modeling algorithms, and the comparison metric, respectively.

model evaluation relying on generating a synthetic cor-
pus containing an unambiguous ground truth. First,
we propose a novel way to generate synthetic corpora
that generalizes upon previous approaches. Our ap-
proach allows us to isolate the impact of various cor-
pus characteristics, such as size, number of topics, the
signal-to-noise ratio, burstiness, or fraction of stop-
words, which in real-world corpora are either unknown
or impossible to tone. Second, we propose a new eval-
uation metric based on the normalized mutual infor-
mation that compares the agreement between planted
and inferred topics on the level of individual word to-
kens. Our approach yields an absolute measure of
topic modeling accuracy, eliminating the need for post-
inference heuristics such as “topic matching” (Lanci-
chinetti et al., 2015). While synthetic ground truth has
been used for topic model evaluation in the past, ours
is the first framework for evaluating how well topic
modeling algorithms perform the key task of inferring
per-token topic assignments. Altogether, the formal-
ization of synthetic corpora allows us to probe more
accurately the ability of different topic modeling al-
gorithms to resolve a wide range of topic structures,
beyond simplistic assumptions of LDA. We present ex-
periments showing how different popular topic model-
ing algorithms fare as these characteristics change, for
one type of synthetic corpus. We show how our mea-
surement framework leads to new insights, including
evidence of an “undetectable region” for sufficiently
weak topic structures, or how the choice of hyperpa-
rameters can bias the inference result. Finally, we
show that our approach is predictive of the perfor-
mance of topic modeling algorithms in classification
tasks in real-world corpora.

2 Background

A popular approach for evaluating topic models is
to inspect their output manually (Murakami et al.,
2017), but this approach is expensive and subjective.
The most common quantitative approaches to evalu-
ate topic modeling algorithms rely on intrinsic eval-
uation methods, such as held-out likelihood (Wallach
et al., 2009b), and topic coherence (Newman et al.,
2010; Mimno et al., 2011), or on extrinsic tasks such as
document classification (Lu et al., 2011; Xie and Xing,
2013) and information retrieval (Schütze et al., 2008;
Wei and Croft, 2006). However, these approaches al-
low only for limited insights into why topic modeling
algorithms fail or succeed. For example, perplexity
and topic coherence can only provide a relative mea-
sure of performance: how well does a topic model do in
relation to another model? In contrast, extrinsic eval-
uation tasks allow for the formulation of absolute mea-
sures based on the prediction of document metadata,
often considered as “ground truth” labels in the liter-
ature. However, extrinsic evaluation approaches, and
the latter identification in particular, are also prob-
lematic because: (i) manual labeling is subjective and
error prone; (ii) they evaluate the topic structure only
indirectly (e.g. via the fraction of correctly classified
documents); and (iii) they implicitly assume that the
manually generated labels are truly encoded in the
topic structure of the documents. The latter assump-
tion has been shown to be surprisingly unsupported in
other domains (Hric et al., 2014; Peel et al., 2017).

It has been recently shown that topic modeling can be
formally mapped to the problem of community detec-
tion in networks (Karrer and Newman, 2011; Gerlach
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et al., 2017). The formulation of benchmark corpora
pursued here follows the idea of benchmark graphs
in community detection. There, the basic approach
is to build synthetic networks with known (planted)
community structure and evaluate an algorithm by
comparing the overlap between the planted and the
inferred community structures (Lancichinetti et al.,
2008; Girvan and Newman, 2002; Danon et al., 2005;
Sales-Pardo et al., 2007; Sawardecker et al., 2009; Lan-
cichinetti and Fortunato, 2009; Guimerà et al., 2007).
This approach allowed researchers to gain new insights
into community detection algorithms such as (i) the
spurious appearance of large values of modularity in
random networks (Guimerà et al., 2004); (ii) the ex-
istence of a resolution limit concerning the minimum
size of the groups that can be inferred (Fortunato and
Barthelemy, 2007); or (iii) the existence of an unde-
tectable phase in which no algorithm is able to infer a
structure (Decelle et al., 2011).

The use of synthetic corpora has appeared sporadi-
cally in the context of topic modeling (see Supplemen-
tary Materials, Table S3). In most cases, the synthetic
data comes from the generative process of LDA and is
tested only on intrinsic evaluation methods such as
held-out likelihood (Wallach et al., 2009b) or topic co-
herence (AlSumait et al., 2009). Comparison between
planted and inferred structure is usually done by visual
inspection (Griffiths and Steyvers, 2004; Andrzejew-
ski et al., 2009), focuses only on either the word-topic
or topic-document distribution requiring “matching of
topics” (Taddy, 2012; Arora et al., 2013; Lancichinetti
et al., 2015), or evaluate very specific hypothesis of the
fitted model (such as the independence of words and
documents in individual topics (Mimno et al., 2011)).
Our work formalizes and generalizes these ideas: (i) by
developing a framework to investigate a wide range of
topical structures and including a number of realistic
features that might be of interest to practitioners; and
(ii) proposing a measure that compares the planted
and inferred structure (i.e. the topic labels) on the
level of individual word tokens.

3 Evaluating topic modeling
algorithms using synthetic corpora

Our approach to comparing the performance of topic
modeling algorithms using synthetic corpora consists
of two main steps (Fig. 2) 1. First, we generate a syn-
thetic benchmark with a planted ground truth struc-
ture; and second, we quantify the overlap between the
planted and inferred structures.

1Code to generate synthetic corpora is available at:
https://github.com/amarallab/synthetic benchmark topic model

3.1 Generating synthetic corpora

Our approach to generating synthetic corpora with
a planted structure is based on the formulation of
the generative process employed by probabilistic topic
models (Blei, 2012; Crain et al., 2012). Consider a cor-
pus of d = 1, . . . , D documents each with length md

(and N =
∑

d md words in total) generated from K
topics and V unique words defining the vocabulary V.
The statistical characteristics of the corpus are deter-
mined by two sets of conditional probabilities: P (t|d),
indicating the probability of topic t within document
d; and P (w|t), indicating the probability with which
word w is used by topic t. Specifically, for each token
w(id), defined as the word at position id = 1, . . . ,md in
document d, we first draw a topic z(id) = t with prob-
ability P (t|d) and then a word w(id) = w is chosen
with probability P (w|t = z(id)). Typically, one makes
assumptions about these probabilities in the form of
prior distributions. For example, in the case of Latent
Dirichlet allocation (LDA), it is assumed that P (t|d)
and P (w|t) are drawn from Dirichlet distributions with
hyperparameters α and β, respectively. Given an ob-
served corpus, the aim in topic modeling is then to de-
termine the most likely distributions P̂ (t|d) and P̂ (w|t)
by inferring the latent topic variables ẑ(id) (Fig. 2A).

Here, we take the inverse approach by a priori fix-
ing the distributions P (t|d) and P (w|t) and using the
generative process to produce a synthetic corpus. For-
mally, our generation process includes the following
steps.

First, we assign each word w ∈ V from the vocabulary
to either the stopwords set VS (VS ≡ |VS |) or topical
word set VT (VT ≡ |VT |) such that V = VS + VT .

Second, we fix the global word distribution P (w)
(
∑

w P (w) = 1 ) and the number of topical words
assigned to each topic Vt (

∑
t Vt = VT ). Here, we

consider a uniform or power-law functional form for
their distributions.

Third, we assume that each word w belongs uniquely
to one topic t denoted by tw assigned randomly (such
that we have Vt words in topic t). This assignment
determines the topic distribution P (t) over the entire
corpus

P (t) =

∑
w∈VT

δtw,t · P (w)∑
w∈VT

P (w)
, (1)

where δi,j is Kronecker delta function, i.e., δi,j = 1
only if i = j. Assuming that each document d belongs
uniquely to one topic denoted by td which is randomly
assigned with probability P (t).

Fourth, we define the word-topic distribution P (w|t)
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with structure parameter cw as

P (w|t) = cw δtw,t
P (w)

P (t)
+ (1− cw) P (w), if w ∈ VT

P (w), if w ∈ VS

. (2)

While the topical words (w ∈ VT ) are characterized
by a linear combination of a structured term and a
random, unstructured term, the stopwords (w ∈ VS)
appear randomly in all topics. Similarly, we define
the topic-document distribution P (t|d) with structure
parameter cd as

P (t|d) = cd δtd,t + (1− cd) P (t), (3)

where the first term is the structured part and the
second is the random, unstructured part.

The resulting synthetic corpus contains a fully known
planted structure since we know the topic label z(id)
of each individual token w(id) (Fig. 2A). The general
formulation not only allows us to investigate a wide
range of topical structures, but also to incorporate sta-
tistical laws observed in real-world corpora (Altmann
and Gerlach, 2016), such as Zipfian word-frequency
distribution, stopwords, or burstiness (Fig. 2B-E), see
Supplementary Material Sec. S5.

3.2 Comparing planted and inferred
structure

Typically, the results of topic modeling algorithms are
evaluated either at the level of the topic-document dis-
tribution P (t|d) in applications such as document clas-
sification, or at the level of the word-topic distribution
P (w|t) to judge the topic quality such as in topic coher-
ence (Bhatia et al., 2017). Here, we propose a new ap-
proach by quantifying the overlap between the planted
and the inferred structure based on the comparison of
the topic labels of each individual token.

Specifically, for each token w(id) we record the planted
topic label as zpl(id) and the inferred topic label as
zinf(id) and construct a confusion matrix pt,t′ , which
counts the fraction of tokens having a planted topic
label t and an inferred topic label t′

pt,t′ =
1

N
·

D∑
d=1

md∑
id=1

δzpl(id),t · δzinf(id),t′ . (4)

From this we calculate the normalized mutual informa-
tion, Î, a commonly used metric to quantify the over-
lap between different partitions (Danon et al., 2005)
defined as:

Î =
2I

H +H ′ , (5)

where I is the mutual information and H (and H ′) are
the respective entropies

I =
∑
t

∑
t′

pt,t′ log
pt,t′

ptpt′
,

H = −
∑
t

pt log pt, H ′ = −
∑
t′

pt′ log pt′ .
(6)

We thus obtain a measure between Î = 0 indicating
no overlap, and Î = 1 indicating perfect overlap. Note
that Î takes into account that the number of topics in
the inference results does not have to match the num-
ber of planted classes (Fig. S1). The major advantage
of the NMI is its easy interpretability: it quantifies
the average amount of information one gains about the
planted label of a token upon learning its inferred topic
label. Furthermore, Î is invariant with respect to per-
mutation of the topic labels; thus we avoid the issue of
finding the “best match” between planted and inferred
topics, typically addressed by non-trivial heuristic ap-
proaches (Lancichinetti et al., 2015) (See Fortunato
(2010) for advantages of Î over other measures, such
as Jaccard index).

This measure is related to the Variation of Information
proposed in Schofield and Mimno (2016), i.e. V OI =
const.× (1− Î); however, while Schofield and Mimno
(2016) compare different outputs of a topic modeling
algorithm under different pre-processing steps, here we
use the measure to compare the planted ground truth
against the output of the topic modeling algorithm.

4 Results

We report three different experiments that illustrate
how synthetic corpora can yield new insights on topic
modeling algorithms. As a representative sample, we
evaluate four topic modeling algorithms on these cor-
pora: LDA using Gibbs sampling (LDAGS) (Grif-
fiths and Steyvers, 2004; McCallum, 2002), LDA us-
ing variational inference (LDAVB) (Blei et al., 2003;
Řeh̊uřek and Sojka, 2010), Hierarchical Dirichlet Pro-
cesses (HDP) (Teh et al., 2006; Wang, 2010), and
TopicMapping (TM) (Lancichinetti et al., 2015; Lan-
cichinetti, 2016) (see Supplementary Material Sec. S2
for details) using default parameter settings of the cor-
responding implementations unless stated otherwise.

4.1 Degree of structure

Our first experiment evaluates how modeling accuracy
varies with the degree of topic structure in the syn-
thetic corpus. Here, we consider a simple version of
the synthetic corpus described in Sec. 3.1 with a sin-
gle parameter for the degree of structure c = cw = cd
such that we can vary between a trivial (c = 1) and
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Figure 2: Proposed framework for the evaluation of topic models based on synthetic corpora.
(A) Evaluation framework. (B-E) Examples of synthetic corpora with different statistical features observed
in real-world corpora showing the number of occurrences of each word in each document with D = 1000 and
V = 100.

an impossible (c = 0) inference problem (as shown in
Fig. S2). More specifically, a smaller value of c corre-
sponds to a higher level of noise in the synthetic cor-
pus. In addition, we fix that there are no stopwords
(Vs = 0), and that the global word-distribution and
the topic-size distribution are uniform; P (w) = 1/V
and Vt = V/K.

In Fig. 3 we compare the overlap between planted and
inferred structure as a function of c for synthetic cor-
pora with K = 10 planted topics.

In general, the performance of all algorithms increases
non-linearly with the degree of structure c (Fig. 3A).
We observe substantial differences between algorithms
for both the mean (identifying TM as a systematically
more accurate algorithm) and the standard deviation
(identifying HDP as a systematically less reproducible
algorithm). We also observe a region ( c < c∗ with c∗ ≈
0.3), where none of algorithms are able to recover any
structure (Î = 0) despite the fact that the synthetic
corpus contains some small degree of structure (c > 0).
The latter suggests the existence of an “undetectable
phase”, a phenomenon recently reported in the context
of community detection (Decelle et al., 2011).

For the LDA algorithms in Fig. 3A, we assume the
number of topics (a parameter which has to be speci-
fied a priori in LDA) is Ka = 100, which is a common
choice for real-world corpora in the literature (Wallach
et al., 2009b; Wei and Croft, 2006; Aletras et al., 2017;
Steyvers and Griffiths, 2007). Not surprisingly, in
Fig. 3B we observe a substantial improvement in per-

formance when considering the unlikely case of guess-
ing the correct number of topics (Ka = K = 10). We
find that the performance of LDA algorithms is typ-
ically reduced by choosing both too many or too few
topics highlighting how uninformed modeling assump-
tions can strongly affect performance (Fig. S3).

We further investigate how accurately non-parametric
topic models such as HDP and TopicMapping can in-
fer the number of topics (Fig. 3C). TopicMapping finds
the correct number of topics even for only moderately
structured corpora, but it completely fails for very un-
structured corpora by overfitting the data reflecting
the intrinsic difficulty when the signal-to-noise ratio is
low. In contrast, HDP tends to overestimate the num-
ber of topics in this experiment, even more so as the
degree of structure becomes large. This suggests that
the model is arbitrarily splitting ground truth topics
into distinct topics, a hypothesis that is corroborated
by the relatively low reproducibility of the method (in
terms of the average overlap between two different in-
ferred solutions on the same data, as shown in Fig. S4).
Thus, in this experiment we do not find the number of
topics inferred by HDP to be reliable.

4.2 Impact of LDA-implementation and
hyperparameter values

Despite the considerable advances in our under-
standing of LDA since its original formulation (Blei
et al., 2003), we still lack a systematic understand-
ing of the impact of different approximation tech-
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niques on the performance (Zhang et al., 2016). While
some groups have investigated the advantages of Col-
lapsed Variational Bayes over mean-field Variational
Bayes (Mukherjee and Blei, 2009) or the effect of hy-
perparameter choice (Asuncion et al., 2009; Wallach
et al., 2009a), to our knowledge there have been no
systematic studies exploring the inferred solutions in
terms of the corresponding topic distributions and how
they depend on the hyperparameters or inference al-
gorithms.

In order to understand the differences between the
Variational Bayes (VB) and Gibbs Sampling (GS) im-
plementations of LDA observed in Fig. 3, we inves-
tigate in detail the planted and inferred P (t|d) and
P (w|t) for both algorithms (Fig. 4). We find that nei-
ther can accurately infer the ground truth topic dis-
tributions endowed with a mixed structure in both
P (t|d) and P (w|t). With default hyperparameters,
the GS implementation infers a pure word-topic distri-
bution and places the fluctuations almost exclusively
on P (t|d) (Fig. 4, 1st column). In contrast, the VB
implementation infers a pure topic-document distri-
bution and places the fluctuation mainly on P (w|t)
(Fig. 4, 2nd column). However, these differences can
be explained, in part, by different default values for
the hyperparameters. Assuming the correct number
of topics (Ka = 10) and using the same hyperparame-
ters (default values from VB implementation) for both
the GS and the VB inference, we obtain almost iden-
tical results from the two LDA algorithms (Fig. 4, 2nd
& 4th columns). In contrast, the VB implementation
is virtually unable to infer any meaningful structure
when using the default hyperparameters of Gibbs Sam-
pling (Fig. 4, 5th column). Interestingly, when the

true number of topics is unknown, we observe sub-
stantial differences in how the two algorithms overfit
the ground truth structure (Fig. S5).

To ensure the reliability of these findings, we repeated
our analyses increasing the number of iterations 10-
fold for each algorithm, obtaining identical results
(Figs. S6, S7).

These results confirm that the choice of default hy-
perparameters can bias the output of topic modeling
algorithms. More generally, however, they show how
our approach can reveal intricate differences in perfor-
mance which are inaccessible in standard evaluation
approaches such as document classification, where only
partial information on the inferred structure is used,
e.g., the maximum in the topic-document distribution
P (t|d) (Fig. S8).

4.3 Insights on real world corpora

The synthetic corpora discussed earlier constitute a
simplified abstraction of the topic structure of real-
world corpora. Thus, it may not be obvious that the
insights drawn from synthetic corpora will be gener-
alizable to real-world corpora. Therefore, we next
investigate two examples supporting the hypothesis
that despite its simplicity the synthetic corpus not
only allows to make predictions on the performance
of topic modeling algorithms in similar real-world cor-
pora, but it also provides additional insights as to why
different algorithms perform differently on distinct cor-
pora (Fig. 5).

We measure performance in real-world corpora in an
unsupervised classification task using human-assigned
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document labels as a ground truth proxy. In anal-
ogy to the approach in Eqs. (4,5) we quantify the cor-
respondence between external and inferred document
labels using the normalized mutual information (see
Supplementary Material Sec.S4 for details).

Stopwords. While many practitioners remove stop-
words from corpora prior to analysis, there is no con-
sensus on the effect of stopwords on the performance
of topic modeling algorithms (Zaman et al., 2011;
Schofield et al., 2017). We thus investigate the effect
of stopwords using the 20 News Group (20NG) dataset
motivated by the fact that it exhibited the strongest
dependence of performance on stopword shown in
Fig. 1. Using the English stopword list from MAL-
LET (McCallum, 2002), we estimate that about 43%
of word tokens in the 20NG corpus are stopwords. For
our analysis, we remove at random a given fraction of
these tokens. We find that performance of topic mod-
eling algorithms varies but generally increases as we
decrease the fraction of stopwords (Fig. 5A).

We construct a synthetic corpus with c = 0.7 (we
obtain similar results with different values, Fig. S9),
K = 40, and a varying fraction Ps of stopwords. Mea-
suring performance by unsupervised document classifi-
cation, we find the same pattern as for the real corpus
(Fig. 5B). In contrast, measuring performance as the
overlap between planted and inferred structure yields
substantial differences, which reflect the additional de-
tail provided by the structure overlap (Fig. 5C). Con-
sidering the inferred topic distributions (Fig. S10), we
find that LDAVB infers a pure topic-document distri-
bution, assigning most of the uncertainty to the word-

topic distribution and correctly identifying most of the
stopwords, while LDAGS assigns most of the uncer-
tainty to the topic-document distribution, trying to
infer a pure word-topic distribution resulting in over-
fitting the stopwords and assigning them to inferred
topics. In document classification, most of this infor-
mation remains invisible, leading to indistinguishable
results for the two algorithms.

Document length. It has been reported that topic
models have low performance on corpora of short docu-
ment, such as Twitter posts (Hong and Davison, 2010).
However, the effect of document length on the per-
formance of topic models is still not well character-
ized (Tang et al., 2014). We thus investigate the ef-
fect of text length by considering only the first md

words of each document in the Web of Science (WOS)
dataset, a collection of 40,526 scientific articles (ti-
tle and abstract) from 7 academic areas. Prior to
analysis, we removed all stopwords (using the stop-
word list from MALLET (McCallum, 2002)). We find
that performance improves with increasing document
length (Fig. 5D); yet, the ranking of the models’ per-
formance remains virtually unchanged.

We construct a synthetic corpus with similar prop-
erties fixing c = 0.7 (we obtain similar results with
different values, Fig. S11) and K = 10 and varying
the length md of each document. For both measures
of performance, classification (Fig. 5E) and structure
overlap (Fig. 5F) we qualitatively reproduce the find-
ings on the real corpus. In particular, we recover the
same ranking for the performance of topic models.
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Figure 5: Performance in synthetic corpora is strongly correlated to performance in real-world
corpora. Comparison between 20 News Group data and synthetic corpora with K = 40, D = 104 md = 100,
V = 103, c = 0.7 varying the fraction of stopwords Ps (top row) using Ka = 100, and WOS data and a synthetic
corpus with K = 10, D = 104, V = 103, c = 0.7 varying the document length md (bottom row). (A, D)
NMI from unsupervised document classification in real-world corpora. (B, E) NMI from unsupervised document
classification in synthetic corpora. (C, F) NMI from structure overlap in synthetic corpora. While each case
measures NMI (in bits), panels (A,B,D,E) compare labels of documents and panels (C,F) compare labels of word
tokens.

5 Discussion

Our study illustrates how the use of synthetic corpora
can lead to new insights on topic model performance
unattainable when only studying real-world corpora.
Our approach allows us to systematically investigate
the effect of both individual properties of the corpus
(document length, stopwords, etc.) and parameters
of the topic modeling algorithms (assumed number of
topics, hyperparameters, etc.). For example, our anal-
ysis reveals that (i) the number of topics determined
by popular non-parametric approaches (such as HDP)
cannot be relied upon; (ii) there exist fundamental
limits to algorithms’ ability to infer a topic structure.
and (iii) the default hyperparameter settings induce
a substantial bias in the inferred solutions of differ-
ent implementations of the same topic model. Most
importantly, we demonstrate the practical relevance
of our approach by showing that relative performance
in synthetic corpora predicts relative performance in
real-world corpora.

While these results raise more questions than they can
answer, we believe that our proposed framework of-
fers a complimentary approach to gain a better under-
standing of topic modeling algorithms. In particular,
it allows us to systematically identify strengths and
weaknesses of topic modeling algorithms in different
applications and under different conditions allowing
for more informed choices among a large number of
available algorithms.

Unarguably, the presented synthetic corpora are far
from the complexity of real-world corpora. However,
our framework provides enough flexibility to accom-
modate different features such as burstiness, syntax,
or structures beyond the bag-of-words model (phrases,
sentences, etc.) in future studies with increasing com-
plexity of the synthetic corpora.
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