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1. Model Configurations

Here we provide more details on the model configurations used to ensure reproducibility of
results.

1.1. Models for MNIST dataset

For the MNIST dataset, we implement the following models:
LR is a Logistic Regression classifier (Collins et al., 2002). NN Small is a small non-

linear neural network (Haykin, 1998) with a hidden layer of 784 units with ReLU activation.
NN Large is a large non-linear neural network (Haykin, 1998) with 3 hidden layers of
784, 128 and 64 units each with ReLU activation. CNN Small is a small convolutional
neural network (Krizhevsky et al., 2012) with 1 convolution layer, 1 max pooling layer, 1
hidden layers of 128 units with ReLU activation. CNN Large is a large convolutional
neural network (Krizhevsky et al., 2012) with 2 convolution layers, 2 max pooling layers, 2
hidden layers of 128 and 50 units each with ReLU activation.

1.2. Models for SST dataset

For the SST dataset, we use GloVe 300 dimensional word embeddings (Pennington et al.,
2014) to convert words into vectors. A sequence length of 56 is selected and shorter sequence
are zero-padded on the left. Longer sequences are truncated. We implement the following
models:

LR is a Logistic Regression classifier (Collins et al., 2002). DAN Small is a small
non-linear deep averaging network (Iyyer et al., 2015) that performs averaging of temporal
features followed by a hidden layer of 64 units with 0.5 dropout and with ReLU activation.
DAN Large is a small non-linear deep averaging network (Iyyer et al., 2015) that performs
averaging of temporal features followed by 3 hidden layers of 128, 64 and 32 units each
with 0.5 dropout and ReLU activation. LSTM Small is a small Long Short Term Memory
network (Hochreiter and Schmidhuber, 1997) with 128 units followed by a hidden layer of
32 units with 0.5 dropout and ReLU activation. LSTM Large is a large 2 layer Stacked
Bidirectional Long Short Term Memory network (Graves et al., 2013; Schuster and Paliwal,
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1997) with 128 units followed by 2 hidden layers of 64 and 32 units each with 0.5 dropout
and ReLU activation.
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