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Abstract
We provide the first importance sampling vari-
ants of variance-reduced algorithms for empirical
risk minimization with non-convex loss functions.
In particular, we analyze non-convex versions of
SVRG, SAGA and SARAH. Our methods have the
capacity to speed up the training process by an or-
der of magnitude compared to the state of the art
on real datasets. Moreover, we also improve upon
current mini-batch analysis of these methods by
proposing importance sampling for minibatches
in this setting. Ours are the first optimal samplings
for minibatches in the literature on stochastic opti-
mization. Surprisingly, our approach can in some
regimes lead to superlinear speedup with respect
to the minibatch size, which is not usually present
in stochastic optimization. All the above results
follow from a general analysis of the methods
which works with arbitrary sampling, i.e., fully
general randomized strategy for the selection of
subsets of examples to be sampled in each itera-
tion. Finally, we also perform a novel importance
sampling analysis of SARAH in the convex set-
ting.

1. Introduction
Empirical risk minimization (ERM) is a key problem in
machine learning as it plays a key role in training super-
vised learning models, including classification and regres-
sion problems, such as support vector machine, logistic
regression and deep learning. A generic ERM problem has
the finite-sum form

min
x∈Rd

f(x) :=
1

n

n∑
i=1

fi(x), (1)
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where x corresponds to the parameters defining a model,
fi(x) is the loss of the model x associated with data point
i, and f is the average (empirical) loss across the entire
training dataset. In this paper we focus on the case when
the functions fi are Li–smooth but non-convex. We assume
the problem has a solution x∗.

One of the most popular algorithms for solving (1) is
stochastic gradient descent (SGD) (Nemirovsky and Yudin,
1983; Nemirovski et al., 2009). In recent years, tremendous
effort was exerted to improve its performance, leading to
various enhancements which use acceleration (Allen-Zhu,
2016), momentum (Loizou and Richtárik, 2017), minibatch-
ing (Takáč et al., 2013), distributed implementation (Ma
et al., 2015; 2017), importance sampling (Zhao and Zhang,
2015; Csiba and Richtárik, 2018; Qu et al., 2015; Cham-
bolle et al., 2018), higher-order information (Qu et al., 2016;
Gower et al., 2016), and a number of other techniques.

1.1. Variance-reduced methods

A particularly important recent advance has to do with
the design of variance-reduced (VR) stochastic gradient
methods, such as SAG (Roux et al., 2012), SDCA (Shalev-
Shwartz and Zhang, 2013; Richtárik and Takáč, 2014),
SVRG (Johnson and Zhang, 2013), S2GD (Konečný and
Richtárik, 2017), SAGA (Defazio et al., 2014a), MISO
(Mairal, 2015), FINITO (Defazio et al., 2014b) and SARAH
(Nguyen et al., 2017a), which operate by modifying the clas-
sical stochastic gradient direction in each step of the training
process in various clever ways so as to progressively reduce
its variance as an estimator of the true gradient. We note that
SAG and SARAH, historically the oldest and one the newest
VR methods in the list, respectively, use a biased estimator
of the gradient. In theory, all these methods enjoy linear
convergence rates on smooth and strongly convex functions,
which is in contrast with slow sublinear rate of SGD. VR
methods are also easier to implement as they do not rely
on a decreasing learning rate schedule. VR methods were
recently extended to work with (non-strongly) convex losses
by Konečný and Richtárik (2017), and more recently also to
non-convex losses by Reddi et al. (2016b;a); Allen-Zhu and
Hazan (2016); Nguyen et al. (2017b) - in all cases leading
to best current rates for (1) in a given function class.



Nonconvex Variance Reduced Optimization with Arbitrary Sampling

1.2. Importance sampling, minibatching and
non-convex models

In the context of problem (1), importance sampling refers to
the technique of assigning carefully designed non-uniform
probabilities {pi} to the n functions {fi}, and using these,
as opposed to uniform probabilities, to sample the next data
point (stochastic gradient) during the training process.

Despite the huge theoretical and practical success of VR
methods, there are still considerable gaps in our understand-
ing. For instance, an importance sampling variant of the
popular SAGA method, with the “correct” convergence rate,
was only designed very recently by Gower et al. (2018); and
the analysis applies to strongly convex f only. A coordinate
descent variant of SVRG with importance sampling, also in
the strongly convex case, was analyzed by Konečný et al.
(2017). However, the method does not seem to admit a
fast implementation. For dual methods based on coordi-
nate descent, importance sampling is relatively well under-
stood (Nesterov, 2012; Richtárik and Takáč, 2014; Qu and
Richtárik, 2016; Qu et al., 2015; Allen-Zhu et al., 2016).

The territory is completely unmapped in the non-convex
case, however. To the best of our knowledge, no importance
sampling VR methods have been designed nor analyzed in
the popular case when the functions {fi} are non-convex.
An exception to this is dfSDCA (Csiba and Richtárik, 2015);
however, this method applies to an explicitly regularized
version of (1), and while the individual functions are allowed
to be non-convex, the average f is assumed to be convex.
Given the dominance of stochastic gradient type methods
in training large non-convex models such as deep neural
networks, theoretical investigation of VR methods that can
benefit from importance sampling is much needed.

The situation is worse still when one asks for importance
sampling of minibatches. To the best of our knowledge,
there are only a handful of papers on this topic (Richtárik
and Takáč, 2016a; Csiba and Richtárik, 2018; Hanzely and
Richtárik, 2019), none of which apply to the non-convex
setting considered here, nor to the methods we will analyze,
and the problem is open. This is despite the fact that mini-
batch methods are de-facto the norm for training deep nets.
In practice, typically relatively small (O(1) or O(log n))
minibatch sizes are used.

1.3. Contributions

The main contributions of this paper are:

Arbitrary sampling. We peform a general analysis of three
popular VR methods—SVRG (Johnson and Zhang, 2013),
SAGA (Defazio et al., 2014a) and SARAH (Nguyen et al.,
2017a)—in the arbitrary sampling paradigm (Richtárik and
Takáč, 2016a; Qu and Richtárik, 2016; Qu and Richtárik,
2016; Qu et al., 2015; Chambolle et al., 2018). That is, we

prove general complexity results which hold for an arbitrary
random set valued mapping (aka arbitrary sampling) gener-
ating the minibatches of examples used by the algorithms in
each iteration.

Optimal sampling. Starting from our general complexity
results which hold for arbitrary sampling (see the second col-
umn in Table 1), we are able calculate the optimal sampling
out of all samplings of a given minibatch size (see Lemma 2
and also the last column in Table 1). This is the first time an
optimal minibatch sampling was computed (from the class
of all samplings) in the literature for any stochastic opti-
mization method we know, including all variants of SGD and
coordinate descent. Indeed, while the results in (Richtárik
and Takáč, 2016a; Csiba and Richtárik, 2018; Hanzely and
Richtárik, 2019) and other works on this topic construct
importance sampling for minibatches, these are not shown
nor believed to be optimal.

Improved rates. Our iteration complexity bounds improve
upon the best current rates for these methods even in the
non-minibatch case. For SVRG and SAGA, this is true even
when Li = Lj for all i, j, which is counter-intuitive as clas-
sical importance sampling is proportional to the constants
Li, which in this case would lead to uniform probabilities.
Our importance sampling can be faster by up to the factor
of n compared to the current state of the art (see Table 1
and Appendix C). Our methods can enjoy linear speedup
or even for some specific samplings superlinear speedup in
minibatch size. That is, the number of iterations needed to
output a solution of a given accuracy drops by a factor equal
or greater to the minibatch size used. This is of utmost rele-
vance to the practice of training neural nets with minibatch
stochastic methods as our results predict that this is to be
expected. We design importance sampling and approximate
importance sampling for minibatches which in our exper-
iments vastly outperform the standard uniform minibatch
strategies.

Best rates for SARAH under convexity. Lastly, we also
perform an analysis of importance sampling variant of
SARAH in the convex and strongly convex case (Appendix I).
These are the currently fastest rates for SARAH.

2. Importance Sampling for Minibatches
As mentioned in the introduction, we assume throughout
that fi : Rd 7→ R are smooth, but not necessarily con-
vex. In particular, we assume that fi is Li–smooth; that is,
‖∇fi(x)−∇fi(y)‖ ≤ Li‖x− y‖ for all x, y ∈ Rd, where
‖x‖ := (

∑
i x

2
i )

1/2 is the standard Euclidean norm. Let us
define L̄ := 1

n

∑n
i=1 Li. Without loss of generality assume

that L1 ≤ L2 ≤ · · · ≤ Ln.

In this work, our aim is to find an ε–accurate solution in
expectation. A stochastic iterative algorithm for solving (1)



Nonconvex Variance Reduced Optimization with Arbitrary Sampling

Algorithm Uniform sampling Arbitrary sampling [NEW] S∗ sampling [NEW]

SVRG max
{
n, (1+4/3)Lmaxc1n

2/3

ε

}
max

{
n, (1+4α/3)L̄c1n

2/3

ε

}
max

{
n,

(1+
4(n−b)

3n )L̄c1n2/3

ε

}

SAGA n+ 2Lmaxc2n
2/3

ε n+ (1+α)L̄c2n
2/3

ε n+
(1+n−b

n )L̄c2n
2/3

ε

SARAH n+
n−b
n−1L

2
maxc3

ε2 n+ αL̄2c3
ε2 n+

n−b
n L̄2c3
ε2

Table 1: Stochastic gradient evaluation complexity for achieving E
[
‖∇f(x)‖2

]
≤ ε for two variants of SVRG, SAGA

and SARAH for minimizing the average of smooth non-convex functions. Constants: c1, c2, c3 are universal constant,
Lmax = maxi Li; L̄ = 1

n

∑
i Li; b = (average) minibatch size (hidden in α); α can be for specific samplings smaller than 1

and decreasing with increasing b, which can lead to superlinear speedup in b. For SARAH this guarantee holds for one outer
loop with minibatch size, where we assume 16L̄2(f(x0)− f(x∗)2)/(εb)2 � 0, in other words, minibatch size is not too
big comparing to the required precision.

is said to achieve ε–accurate solution if the random output
xa of this algorithm satisfies E

[
‖∇f(xa)‖2

]
≤ ε.

2.1. Samplings

Let S be a random set-valued mapping (“sampling”) with
values in 2[n], where [n] := {1, 2, . . . , n}. A sampling1 is
uniquely defined by assigning probabilities to all 2n subsets
of [n]. With each sampling we associate a probability matrix
P ∈ Rn×n defined by

Pij := Prob({i, j} ⊆ S).

The probability vector associated with S is the vector com-
posed of the diagonal entries of P: p = (p1, . . . , pn) ∈ Rn,
where pi := Prob(i ∈ S). We say that S is proper if pi > 0
for all i. It is easy to show that

b := E [|S|] = Trace (P) =

n∑
i=1

pi. (2)

From now on, we will refer to b as the minibatch size of
sampling S. It is known that P− pp> � 0 (Richtárik and
Takáč, 2016b). Let us without loss of generality assume
that p1 ≤ p2 ≤ · · · ≤ pn and define constant k = k(S) :=
|{i ∈ [n] : pi < 1}| = max{i : pi < 1} to be the number
of pi’s not equal to one.

While our complexity results are general in the sense that

1Note that With-Replacement Sampling (WRS) does not arise
as a special case of our definition of a sampling. Indeed, WRC
allows a single element to be selected multiple times, which would
not result in a subset of [n]. We analyzed our methods for WRS
as well, using the tools we developed in this work. However, we
found that WRS does not lead to any improvements in the rates,
and hence decided to omit this sampling strategy and focus on the
notion of arbitrary sampling, as defined here, for uniformity and
simplicity of exposition.

they hold for any proper sampling, we shall now consider
three special samplings; all with expected minibatch size
b ∈ (0, n]:

1. Standard uniform minibatch sampling (S = Su). S
is chosen uniformly at random from all subsets of [n] of
cardinality b. Clearly, |S| = b with probability 1. The
probability matrix is given by

Pij =

{
b
n i = j,
b(b−1)
n(n−1) i 6= j.

(3)

In the literature, this is known as the b–nice sampling
(Richtárik and Takáč, 2016b; Qu and Richtárik, 2016).

2. Independent sampling (S = S∗). For each i ∈ [n]
we independently flip a coin, and with probability pi > 0
include element i into S. Hence, by construction, pi =

Prob(i ∈ S) and E [|S|] (2)
=
∑
i pi = b. The probability

matrix of S is

Pij =

{
pi i = j,

pipj i 6= j.

3. Approximate independent sampling (S = Sa). In-
dependent sampling has the disadvantage that k = k(S)
coin tosses need to be performed in order to generate the
random set. However, we would like to sample at the cost
O(b + k − n) coin tosses instead. We now design a sam-
pling which has this property and which in a certain precise
sense, as we shall see later, approximates the independent
sampling. In particular, given an independent sampling with
parameters pi for i ∈ [n], let a = dkmaxi≤k pie. Since
maxi≤k pi ≥ b+k−n

k , it follows that a ≥ b + k − n. On
the other hand, if maxi≤k pi = O((b + k − n)/k), then
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a = O(b+ k − n). We now sample a single set S′ of cardi-
nality a using the standard uniform minibatch sampling (just
for i ≤ k). Subsequently, we apply an independent sam-
pling to select elements of S′, with selection probabilities
p′i = kpi/a. The resulting set is S. Since

Prob(i ∈ S) =
(k−1
a−1)
(ka)

kpi
a

= pi,

Prob({i, j} ⊆ S) =
(k−2
a−2)
(ka)

kpi
a

kpj
a

=
(a− 1)k

a(k − 1)
pipj

for i, j ≤ k, the probability matrix of S is given by

Pij =


pi i = j,
(a−1)k
a(k−1)pipj i 6= j; i, j ≤ k,
pipj otherwise.

Since (a−1)k
a(k−1) ≈ 1, the probability matrix of the approximate

independent sampling approximates that of the independent
sampling. Note that S includes both the standard uniform
minibatch sampling and the independent sampling as special
cases. Indeed, the former is obtained by choosing pi = b/n
for all i (whence a = b and p′i = 1 for all i), and the latter is
obtained by choosing a = n instead of a = dkmaxi≤k pie.

2.2. Key lemma

The following lemma, which we use as an upper bound for
variance, plays a key role in our analysis.

Lemma 1. Let ζ1, ζ2, . . . , ζn be vectors in Rd and let ζ̄ :=
1
n

∑n
i=1 ζi be their average. Let S be a proper sampling

(i.e., assume that pi = Prob(i ∈ S) > 0 for all i). Assume
that there is v ∈ Rn such that

P− pp> � Diag (p1v1, p2v2, . . . , pnvn) . (4)

Then

E

∥∥∥∥∥∑
i∈S

ζi
npi
− ζ̄

∥∥∥∥∥
2
 ≤ 1

n2

n∑
i=1

vi
pi
‖ζi‖2, (5)

where the expectation is taken over sampling S. Whenever
(4) holds, it must be the case that

vi ≥ 1− pi. (6)

Moreover, (4) is always satisfied for vi = n(1 − pi) for
i ≤ k and 0 otherwise. Further, if |S| ≤ d with probabil-
ity 1 for some d, then (4) holds for vi = d. The standard
uniform minibatch sampling admits vi = n−b

n−1 , the indepen-
dent sampling admits vi = 1 − pi, and the approximate
independent sampling admits the choice

vi = 1− pi(1− k−a
a(k−1) )

if i ≤ k, vi = 0 otherwise.

2.3. Optimal sampling

The following quantities play a key role in our general com-
plexity results:

K :=
b

n2

n∑
i=1

viL
2
i

pi
, α :=

K

L̄2
. (7)

Above, b = E [|S|] is the minibatch size, pi = Prob(i ∈ S),
L̄ := 1

n

∑
i Li and {vi} are defined in (4) in Lemma 1.

Our theory shows (see the 2nd column of Table 1 for a
summary, and Section 3 for the full results) that in order
to optimize the iteration complexity, we need to design
sampling S for which the value α is as small as possible.
The following result sheds light on how S should be chosen,
from samplings of a given minibatch size b, to minimize α.
Lemma 2. Fix a minibatch size b ∈ (0, n]. Then the quan-
tity α, defined in (7), is minimized for the choice S = S∗

with the probabilities

pi :=

{
(b+ k − n) Li∑k

j=1 Lj ,
if i ≤ k

1, if i > k
, (8)

where k is the largest integer satisfying 0 < b + k − n ≤∑k
i=1 Li/Lk (for instance, k = n − b + 1 satisfies this).

Usually, if Li’s are not too much different, then k = O(n),
for instance, if bLn ≤

∑n
i=1 Li then k = n. If we choose

S = Sa, then α is minimized for (8) with

α =

 b
(∑k

i=1 Li

)2

(b+ k − n)n2
− bs

n2

k∑
i=1

L2
i

 /L̄2, (9)

where s = 1 for S∗ and s = 1− k−a
a(k−1) for Sa. Moreover,

if we assume2 bLn ≤
∑n
i=1 Li, then k = n, thus

αS∗ = 1− b
∑n
i=1 L

2
i

(
∑n
i=1 Li)

2 ≤
n− b
n

,

αSu = (n− b) n

n− 1

∑n
i=1 L

2
i

(
∑n
i=1 Li)

2 .

For the special case of all L′is are the same, one obtains

αS∗ =
n− b
n

, αSu =
n− b
n− 1

.

From now on, let S∗, Sa denote Independent Sampling and
Approximate Inpedendent Sampling, respectively, with the
probabilities defined in (8). Lemma 2 guarantees that the
sampling S∗ is optimal (i.e., minimizes α). Moreover, if
we let bmax := max {b | bLn ≤

∑
i Li} , then we obtain

superlinear speedup in b, up to bmax for all three algorithms.

2Note, that this can be always satisfied, if we uplift the smallest
Li’s, because if function is L-smooth, then it is also smooth with
L′ ≥ L.
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Algorithm 1 SVRG with arb. sampling
(
x0,m, T, η, S

)
1: x̃0 = x0

m = x0, M = dT/me
2: for s = 0 to M − 1 do
3: xs+1

0 = xsm
4: gs+1 = 1

n

∑n
i=1∇fi(x̃s)

5: for t = 0 to m− 1 do
6: Draw a random subset (minibatch) St ∼ S
7: vs+1

t =
∑
it∈St

∇fit (x
s+1
t )−∇fit (x̃

s)

npit
+ gs+1

8: xs+1
t+1 = xs+1

t − ηvs+1
t

9: end for
10: x̃s+1 = xs+1

m

11: end for
12: Output: Iterate xa chosen uniformly at random from
{{xs+1

t }mt=0}Ms=0.

3. SVRG, SAGA and SARAH
In all of the results of this section we assume that S is an
arbitrary proper sampling. Let b = E [|S|] be the (average)
minibatch size. We assume that v satisfies (4) and that α
(which depends on v) is defined as in (7). All complexity
results will depend on α and b.

We propose three methods, Algorithm 1, 2 and 3, which
are generalizations of original SVRG (Reddi et al., 2016a),
SAGA (Reddi et al., 2016b) and SARAH (Nguyen et al.,
2017b) to the arbitrary sampling setting, respectively. The
original non-minibatch methods arise as special cases for
the sampling S = {i} with probability 1/n, and the original
minibatch methods arise as a special case for the sampling
Su (described in Section 2.1).

Our general result for SVRG follows.
Theorem 3 (Complexity of SVRG with arbitrary sampling).
There exist universal constants µ2 > 0, 0 < ν2 < 1 such
that the output of Alg. 1 with mini-batch size b ≤ αn2/3,
step size η = µ2b/(αL̄n

2/3), and parameters β = L̄/n1/3,
m = bnα/(3bµ2)c and T (multiple of m) satisfies:

E
[
‖∇f(xa)‖2

]
≤ αL̄n2/3[f(x0)− f(x∗)]

bTν2
.

Thus in terms of stochastic gradient evaluations to obtain ε-
accurate solution, one needs following number of iterations

max

{
n,
µ2L̄n

(2/3)(f(x0)− f(x∗))

εν2

(
1 +

α

3µ2

)}
.

In the next theorem we provide a generalization of the results
by Reddi et al. (2016b).
Theorem 4 (Complexity of SAGA with arbitrary sampling).
There exist universal constants µ3 > 0, 0 < ν3 < 1 such

Algorithm 2 SAGA with arbitrary sampling
(
x0, d, T, η, S

)
1: α0

i = x0 for i ∈ [n],
2: g0 = 1

n

∑n
i=1∇fi(α0

i )
3: for t = 0 to T − 1 do
4: Draw a random subset (minibatch) St ∼ S
5: Pick random subset Jt ⊂ [n] s.t. Prob(j ∈ Jt) = d

n

6: vt =
∑
i∈St

∇fi(xt)−∇fi(αtit )
npit

+ gt

7: xt+1 = xt − ηvt
8: αt+1

j = xt for j ∈ Jt and αt+1
j = αtj for j /∈ Jt

9: gt+1 = gt − 1
n

∑
j∈Jt(∇fj(α

t
j)−∇fj(α

t+1
j ))

10: end for
11: Output: Iterate xa chosen uniformly at random from
{xt}Tt=0.

Algorithm 3 SARAH with arb. sampling
(
x0,m, T, η, S

)
1: x0

0 = x0

2: for s = 1 to M − 1 do
3: v0

s = 1
n

∑n
i=1∇fi(x0

s)
4: x1 = x0 − ηv0

5: for t = 1 to m− 1 do
6: Draw a random subset (minibatch) St ∼ S
7: vt =

∑
i∈St

1
npi

(∇fi(xt)−∇fi(xt−1)) + vt−1

8: xt+1 = xt − ηvt
9: end for

10: x0
s+1 chosen uniformly at randomly from {xts}mt=0

11: end for
12: Output: Iterate xa = x0

M

that the output of Alg. 2 with mini-batch size b ≤ αn2/3,
step size η = b/(µ3αL̄

2n2/3), and parameter d = b/α
satisfies:

E
[
‖∇f(xa)‖2

]
≤ αL̄n2/3[f(x0)− f(x∗)]

bTν3
.

Thus, in terms of stochastic gradient evaluations, to obtain ε–
accurate solution, one needs following number of iterations

n+
L̄n(2/3)(f(x0)− f(x∗))

εν3
(1 + α).

We now introduce Algorithm 3: a general form of the
SARAH algorithm (Nguyen et al., 2017b).
Theorem 5 (Complexity of SARAH with arbitrary sam-
pling). Consider one outer loop of Alg. 3 with

η ≤ 2

L̄
(√

1+ 4αm
b +1

) . (10)

Then the output xa satisfies:

E
[
‖∇f(xa)‖2

]
≤ 2

η(m+ 1)
[f(x0

s)− f(x∗)].
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Algorithm 4 GD-Algorithm
(
x0, T,A

)
Input: x0 ∈ Rd, T , A
for k = 0 to K do
xk = Non-convex algorithm(xk−1, T,A)

end for
Output: xK

Thus, to obtain ε–accurate solution, one needs

n+ 16αL̄2(f(x0)−f(x∗))2

2ε2 +
√

162α2L̄4(f(x0)−f(x∗))4+16ε2L̄2(f(x0)−f(x∗))2b2

2ε2

stochastic gradient evaluations.

If all Li’s are the same and we choose S to be Sa, thus
uniform with mini-batch size b, we can get back original
result from (Nguyen et al., 2017b). Taking b = n, we can
restore gradient descent with the correct step size 1/L̄.

4. Additional Results
In this section we describe three additional results: linear
convergence for SVRG, SAGA and SARAH for gradient dom-
inated functions, the first importance sampling results for
SARAH for convex functions, and an array of new rates
(with slight improvements) for non-minibatch versions of
the above three methods for non-convex problems.

4.1. Gradient dominated functions

Definition 1. We say that f is τ -gradient dominated if

f(x)− f(x∗) ≤ τ‖∇f(x)‖2,

for all x ∈ Rd, where x∗ is an optimal solution of (1).

Gradient dominance is a weaker version of strong convexity
due to the fact that if function is µ-strongly convex then it
is τ -gradient dominated, where τ = 1/(2µ).

Any of the non-convex methods in this paper can be used as
a subroutine of Algorithm 4, where T is the number of steps
of the subroutine and A is the set of optimal parameters
for the subroutine. We set T = αn2/3/(bν2) for SVRG and
T = αn2/3/(bν3) for SAGA. In the case of SARAH, T is
obtained by solving m+ 1 = 2/η in m and setting T ← m.
Using Theorems 3, 4, 5 and the above special choice of T ,
we get

E
[
‖∇f(xk)‖2

]
≤ 1

2τ

(
E
[
f(xk−1)

]
− f(x∗)

)
.

Combined with Definition 1, this guarantees a linear conver-
gence with the same constant terms consisting of α, L̄ and b
that we had before in our analysis.

4.2. Importance sampling for SARAH under convexity

In addition to the results presented in previous sections, we
also establish importance sampling results for SARAH in
convex and strongly convex cases (Appendix I) with similar
improvements as for the non-convex algorithm. Ours are
the best current rates for SARAH in these settings.

4.3. Better rates for non-minibatch methods for
non-convex problems

Lastly, we also provide specialized non-minibatch versions
of non-convex SAGA, SARAH and SVRG, which are special
cases of their minibatch versions presented in the main part
with slightly improved guarantees (see Theorems 17, 18, 19
and 20 in the Appendix).

5. Experiments
In this section, we perform experiments with regression for
binary classification, where our loss function has the form

f(x) =
1

n

n∑
i=1

(1− yiσ(a>i x))2,

where σ(z) is the sigmoid function. Hence, f is smooth but
non-convex. We chose this function because Li’s can be
easily computed (however, in many cases, even for much
more complex problems, they can usually be estimated).
We use four LIBSVM datasets3: covtype, ijcnn1, splice,
australian.

Parameters of each algorithm are chosen as suggested by
the theorems in Section 3, and x0 = 0. For SARAH, we
chose m = dn/be. The y axis in all plots displays the norm
of the gradient (‖∇f(x)‖2) or the function value f(x), and
the x axis depicts either epochs (1 epoch = 1 pass over data)
or iterations.

5.1. Importance vs uniform sampling

Here we provide comparison of the methods with uniform
(Su) and importance (S∗) sampling. Looking at Figure 1,
one can see that importance sampling outperforms uniform
sampling for all three methods, in some cases, even by sev-
eral orders of magnitude. For instance, in the left plot (mini-
batch size b = 2 and australian dataset) the improvement is
as large as 4 orders of magnitude.

Looking at Figure 2, one can see that there is an improve-
ment not just in the norm of the gradient, but also in the
function value. In the case of the australian dataset, the
constants Li’s are very non-uniform, and we can see that

3The LIBSVM dataset collection is available at https:
//www.csie.ntu.edu.tw/~cjlin/libsvmtools/
datasets/

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Figure 1: Comparison of all methods with uniform and importance sampling: gradient norm.

Figure 2: Comparison of all methods with uniform and
importance sampling for function values.

the improvement is very significant.

5.2. Linear or superlinear speedup

Our theory suggests that linear or even superlinear speedup
(in minibatch size b) can be obtained using the optimal
independent S∗. Our experiments show that this is indeed
the case in practice as well, and for all three algorithms.

Figure 3 confirms that linear, and sometimes even super-
linear, speedup is present. For this dataset, such speedup
is present up to the minibatch size of 250. The plots in
the top row of Figure 3 depict convergence in a simulated
multi-core setting, where the number of cores is the same
as the minibatch size.

5.3. Independent vs approximate independent
sampling

According to our theory, Independent Sampling S∗ is
slightly better than Approximate Independent Sampling Sa.
However, it is more expensive to use it in practice as gen-
erating samples from it involves more computational effort
for large n.

The goal of our next experiment is to show that in practice
Sa yields comparable or even faster convergence. Hence, it
is more reasonable to use this sampling for datasets where
the number of data points n is big. For an efficient imple-
mentation of Sa, we can almost get rid of dependence on n.
Intuitively, Sa works better because it has smaller variance
in minibatch size than S∗.

Indeed, it can be seen from Figure 4 that Sa can outperform
S∗ in practice even though S∗ is optimal in theory. The
difference can be small (the left and the middle plot), but
also quite significant (right plot).
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