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Abstract

In many scientific fields, such as economics and
neuroscience, we are often faced with nonstation-
ary time series, and concerned with both find-
ing causal relations and forecasting the values of
variables of interest, both of which are particu-
larly challenging in such nonstationary environ-
ments. In this paper, we study causal discovery
and forecasting for nonstationary time series. By
exploiting a particular type of state-space model
to represent the processes, we show that nonsta-
tionarity helps to identify causal structure and that
forecasting naturally benefits from learned causal
knowledge. Specifically, we allow changes in
both causal strengths and noise variances in the
nonlinear state-space models, which, interestingly,
renders both the causal structure and model pa-
rameters identifiable. Given the causal model, we
treat forecasting as a problem in Bayesian infer-
ence in the causal model, which exploits the time-
varying property of the data and adapts to new
observations in a principled manner. Experimen-
tal results on synthetic and real-world data sets
demonstrate the efficacy of the proposed methods.

1. Introduction

One of the fundamental problems in empirical sciences is
to make prediction for passively observed data (a task that
machine learning is often concerned with) or to make predic-
tion under interventions. In order to make prediction under
interventions, one has to find and make use of causal rela-
tions. Discovering causal relationships from observational
data, known as causal discovery, has recently attracted much
attention. In many scientific fields, we are often faced with
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nonstationary time series, and concerned with both finding
causal relations and forecasting the values of variables of
interest, both of which are particularly challenging in such
nonstationary environments.

Traditional methods of causal discovery usually focus on
independent and identically distributed (i.i.d.) data or sta-
tionary processes, and assume that the underlying causal
model is fixed. Such methods include constraint-based meth-
ods (Spirtes et al.l [1993), score-based methods (Chickering),
2003; [Heckerman et al.| |[1995; Huang et al.| 2018)), and
functional causal model-based approaches (Shimizu et al.,
2006; Zhang & Chan, 2006} Hoyer et al.l |2009; Zhang &
Hyvarinen, |2009). Specifically, constraint-based methods
and score-based methods recover the causal graph up to the
Markov equivalence class, within which some causal direc-
tions may not be identifiable. Presuming certain constraints
on the class of causal mechanisms, functional causal model-
based approaches exploit asymmetries between causal and
anti-causal directions.

Those traditional methods may not be practical in a number
of situations. The assumption of a fixed causal model may
not hold in practice, especially for time series, where the
underlying data generating processes may change over time.
For example, neural connectivity in the brain may change
over time or across different states. The influences between
macroeconomic variables may be affected by latent com-
mon factors, e.g., economic policies, which may change
across different time periods and contribute to nonstation-
arity of observed macroeconomic variables. If we directly
apply causal discovery methods which are designed for a
fixed causal model, they may give us misleading results, e.g.,
spurious edges and wrong causal directions; see e.g.,/Zhang
et al.[|(2017). A second issue is that, with functional causal
model-based approaches, there are cases where causal di-
rections are not identifiable, such as the linear-Gaussian
case and the case with a general functional class. Hence,
this criterion for direction identification is not generally ap-
plicable (Zhang et al.| 2015al). Therefore, it is beneficial
to investigate other asymmetric criteria for the purpose of
causal discovery.

Interestingly, several research papers have shown that non-
stationarity contains useful information for causal discovery
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(Hoover, [1990; Tian & Pearl, 2001; Huang et al., 2015}
Zhang et al.||2017; |[Huang et al.| 2017} Peters et al., 2016}
Ghassami et al) 2018). Nonstationarity may result from
a change in the underlying mechanisms, which is related
to soft intervention (Korb et al., [2004) in the sense that
both result in probability distribution changes, while non-
stationarity can be seen as a consequence of soft interven-
tions done by nature. Furthermore, from a causal view,
it has been postulated that if there is no confounder, the
marginal distribution P(cause) and the conditional distribu-
tion P(effectlcause) represent independent mechanisms of
nature (Pearl, 2000; Janzing & Scholkopf}, 2010), which is
related to the exogeneity notion (Engle et al.,| 1983} Zhang
et al.,|2015b). How to characterize such an independence or
exogeneity condition is an issue. Thanks to nonstationarity,
the independence between probability distributions can be
characterized statistically; in the causal direction, the causal
modules P(cause) and P(effectlcause) change statistically
independently, while P(effect) and P(causeleffect) change
dependently generically.

On the other hand, forecasting from nonstationary data is
usually hard. In this paper, we argue that forecasting can
benefit from causal knowledge for nonstationary processes.
First, from the causal view, the distribution shift in nonsta-
tionary data is usually constrained—it might be due to the
changes in data generating processes of only a few variables.
By detecting these key variables, we only need to update the
distributions corresponding to these variables. In complex
models, the savings can be enormous; a reduction in the
number of modeling variables can translate into substantial
reduction in the sample complexity. Second, by making
use of the information from causal structure, each causal
module changes independently and thus can be considered
separately. The changes in the causal modules are usually
simpler (or more natural) than those in conditional distribu-
tions that do not represent causal mechanisms, which also
reduces the difficulty of prediction. Third, the causal knowl-
edge makes the forecasts more interpretable. We can gain
insight into which factors affect the target variable and how
to manipulate the system properly.

In this paper, we study causal discovery and forecasting for
nonstationary time series. We provide a principled investiga-
tion of how causal discovery benefits from nonstationarity
and how the learned causal knowledge facilitates forecasting.
Particularly, we formalize causal discovery and forecasting
under the framework of nonlinear state-space models. Our
main contributions are as follows:

e In Section[3] we formalize a time-varying causal model
to represent the underlying causal process in nonsta-
tionary time series. We allow changes in both causal
strengths and noise variances, as well as changes of
causal structure in the sense that some causal influences

may vanish or appear over some periods of time.

e In Section[d] we show the identifiability of the proposed
causal model under mild conditions; both the causal
structure and model parameters are identifiable.

e In Section[5] we give a way to estimate the proposed
causal model. It can be transformed to the task of
standard estimation of nonlinear state-space models.

e In Section[6] we show that causal models benefit fore-
casting. Given the causal model, we treat forecasting
as a Bayesian inference problem in the causal model,
which exploits the time-varying property of the data
and adapts to new observations in a principled manner.

2. Motivation and Related Work

Identification of causal relationships from observational data
is attractive for the reason that traditional randomized ex-
periments may be hard or even impossible to do. Over the
past decades, prominent progress has been made in this
area. Constraint-based methods use statistical tests (condi-
tional independence tests) to find causal skeleton and de-
termine orientations up to the Markov equivalence class;
widely-used methods include PC and FCI (Spirtes et al.,
1993). Score-based methods define a score function that
measures how well an equivalence class fits the observed
data and search through possible equivalence classes to find
the best scored one (Heckerman et al., [1995} |Chickering|
2003}, [Huang et al., [2018). It was later shown that with
functional causal model-based approaches, it is possible to
recover the whole causal graph with certain constraints on
the functional class of causal mechanisms, by making use
of asymmetries between causal and anti-causal directions.
For example, in the case of linear causal relationships, the
non-Gaussianity of noise terms helps to identify the causal
direction; in the causal direction, the noise term is indepen-
dent of hypothetical causes, while independence does not
hold in the anti-causal direction. For instance, the linear
non-Gaussian acyclic model (LINGAM) (Shimizu et al.|
20006) uses this property for causal discovery.

Granger causality (Granger, |1969) is widely applied in time
series analysis, especially in economics. It concerns time-
lagged relationships and assumes that the underlying causal
strengths and noise variances are fixed. A more recent
method based on structural vector-autoregressive models
further incorporates contemporaneous causal relationships
(Hyvirinen et al., 2010). However, these methods are only
appropriate for stationary time series, while in real-world
problems, it is commonplace to encounter nonstationary
data. If we directly apply the above approaches to nonsta-
tionary data, it may lead to spurious edges or wrong causal
directions; see e.g.,/Zhang et al.| (2017).

More recently, causal discovery methods for nonstationary
data have been proposed (Tian & Pearl, 2001} |Peters et al.|
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20165 [Zhang et al.l 2017). In particular, in |[Zhang et al.
(2017)), it adds a surrogate variable, e.g., time or domain
index, to the causal system to account for changing causal re-
lations and to determine causal directions by exploiting the
independent change between P(cause) and P(effectlcause).
Particularly, it uses kernel distribution embeddings to de-
scribe shifting probabilistic distributions in a non-parametric
way. Despite its general applicability in theory, in practice,
it may be limited in several aspects. With kernels, the com-
putational complexity is O(N?3), where N is the sample
size, which is expensive and makes it intractable in large
data sets. Moreover, in practice, it is not easy to choose an
appropriate kernel width, and the kernel width can heavily
affect the results.

Another set of studies have tried to model time-varying re-
lationships - such relationships are either not necessarily
causal, or causal relationships in which the causal direction
is already known in advance, e.g., one can assume that past
causes future without contemporaneous causal relationships.
Hence, they do not have the phase of discovering causal
structure from observational data. For the former case, rep-
resentative work includes the estimation of time-varying
precision matrix by minimizing the temporally smoothed
L, penalized regression (Kolar & Xing, 2012). For the
latter, it includes research studies in dynamic Bayesian net-
works (Dagum et al.,[1992; Song et al., 2009). However, in
practice, it is often the case that some causal interactions
occur in the same time period, and thus it is important to
consider contemporaneous causal relations, especially in
time series with low temporal resolutions (Hyvérinen et al.,
2010;|Gong* et al.,2015)), in aggregated data (Gong et al.,
2017), or in equilibrium data.

For forecasting with nonstationary data, basically two types
of methods are usually used: active approaches and pas-
sive approaches (Alippi & Roveril, 2008} Elwell & Polikar,
2011)). Specifically, the active approach updates the model
only when a change is detected, which limits its applicability
for time series with gradual changes. The passive approach,
such as the dynamic linear model, does not actively de-
tect the drift in environments, but performs a continuous
adaptation of the model every time new data arrive.

To the best of our knowledge, the present paper is the first
work on simultaneous causal discovery (covering both con-
temporaneous and time-lagged causal relationships) and
forecasting in nonstationary environments, where forecast-
ing directly benefits from causal modeling in a natural way.

3. Time-Varying Linear Causal Models

Suppose that we have m observed time series X; =

(ZIJLt, e ,:t:,,L7t)T, satisfying the following generating pro-

CESs:

Tip = g bij. T + €, (D
wJ'E]PAi

where PA; is the set of direct instantaneous causes of x;,
x; € PA; is the jth direct cause of x;, b;; + is the causal co-
efficient from x; ; to z; ¢, and e; ; is the Gaussian noise term
with e; ; ~ N'(0,07,), which indicates influences from un-
measured factors. The noise distribution does not have to
be Gaussian; here we make this assumption mainly for the
purpose of showing that even when causal relationships are
linear, and the noise terms are Gaussian, the causal model
is still identifiable by using nonstationarity. In real-world
problems, other appropriate noise distributions can be ap-
plied. We will see in Section 4] that the identifiability of the
time-varying causal model does not require the Gaussian
assumption.

The causal process is assumed to have the following proper-
ties.

e Let B; be the m x m causal adjacency matrix with
entries b;; +, and denote by G the corresponding binary
matrix (quantitative causal adjacency matrix), with
G4(j,1) = Llif and only if b;; ; # 0 and zero otherwise.
We assume that the graph union G = Gy U --- U Grp
is acyclic.

e We allow each causal coefficient b;; ; and noise vari-
ance o7, to change over time and model the changes
by the following autoregressive models:

)4
bijr = o+ Y. jpbiji—p + €ijt,
=1
@ (2
hiv = Bio+ > Bighit—q + Mt
q=1

respectively, where ¢€;;; ~ N(0, Wij)s Mit ~
N(0,v;), and h; ; = log(o7,) models the volatility of
the observed time series. Each causal coefficient and
log-transformed noise variance changes independently.
Again here the distributions of ¢;;; and 7, ; are not
necessarily Gaussian; for example, we can easily ex-
tend it to mixture of Gaussian distributions. Note that
this formulation includes the case where only causal
coefficients change with time, while noise distributions
stay constant, i.e., e;; ~ N(0,0%),Vi € N*T.

e We allow changes in causal structure that some causal
edges may vanish or appear over some periods of time.

Equation (TJ) can be represented in the matrix form, with
X =(Im — B)) " By, 3)

where [, is an m X m identity matrix, and E;, =
T .

(e1,6,++* ,em,) . Thus, by combining causal process

and autoregressive functions (Z), we have the following
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causal model:
Xy =(In-— Bt>_1Et>

bije = o+ D Qigpbiji—p + €,
p=1 4
q

hiv = Bio+ > Bighiji—q + Nt
q=1

with €ijt J\/'(O,wij) and MNijt ~ N(07’U7;), for t =
max(p, qi)y -, 1. Figuregives the graphical represen-
tation of generating processes of the time-varying causal
network.

b1z, bi2,¢41

(141 e T2, 441

Figure 1. A graphical representation of generating processes of the
time-varying causal network.

In real-world problems, there may also exist time-delayed
causal relations. To consider both time-delayed and instan-
taneous causal relations, we modify equation (1)) to

S
Tit = Z bij,tiﬂj,t+z Z CEZ?txk,tfs'i‘ei,h (5)

x; EPA; s=1 z,€PL;

where PL; is the set of lagged causes of x;, and cgz) repre-

sents the s-lagged causal strength from xj, to z;. Similarly,
we model the time-varying lagged causal strength with an
autoregressive model,

'Ej)t 71]0 + Z ,Y'L(j)'r‘ St r+yz(;):€? (6)

with %), ~ N(0, 4! S))

17,1t
In the next section, we are mainly concerned with the iden-
tifiability of instantaneous causal relations, while the results
are also extended to handle the above delayed causal rela-
tions.

It is worth noting that although the model (1) is linear in the
processes, it is actually nonlinear in the latent processes b; ;
and h;. Therefore, the time-varying linear causal model is
actually a specific type of nonlinear state-space model with
respect to hidden variables b;; and h;. In fact, in Section@
we will estimate the proposed model by extending methods
for estimating nonlinear state-space models.

4. Model Identifiability

We show in Theorem [I] that the proposed causal model,
including causal structure and model parameters, is identifi-
able under the following conditions:

e The underlying instantaneous causal structure is
acyclic.

e Each causal coefficient varies with time and follows
an autoregressive model, and distributions of ¢; ; are
fixed.

Note that for identifiability, we do not require the additive
noise terms to be Gaussian. Furthermore, we do not as-
sume faithfulness (Spirtes et al[1993)), which is commonly
assumed in traditional constraint-based causal discovery.

Theorem 1. Suppose the observed time series, X; =

T
($1,t, e ,xmt) , were generated by

Tist = Dy, cpa, DijtTit + €t
bijt = j0 + aij1bije—1 + €,

(7

where x; 4 is the cause of x; 1, and b 4 is the corresponding
causal coefficient from x; 4 to x; 4, which satisfies a first-
order autoregressive model with o0, ;i1 € (—1,1). The
additive error, e; 4, represents a stationary zero-mean white
noise process, i.e., Ele; ] = 0, Ele; e; 1| = 026y, and
Eley teit) = 020:, where o7 < 0o and by is the delta
Sfunction. Similarly, the error in the autoregressive model
Of bij,t satisﬁes E[Eij,t] = 0 and E[eij,tEij,t] = Wjj. In
addition, the underlying instantaneous causal structure over
X is assumed to be acyclic.

Then the model in (7)) is identifiable, including the causal
order between x;’s and model parameters, when time series
are long enough.

Here we give a sketch of the proof. For complete proofs of
the theoretical results reported in the paper, please refer to
the supplementary material.

Proof sketch.
Let

1. First identify the root cause.

S(t7t+p) E[ 'thzt+p]

Let rg be the index of the root cause, and Vi = V\rg
denote the indices of the remaining processes, with

V ={1,--- ,m}. Then we will have
S(t,t+p)p, — S, t+p—1),, =0;
S(t,t+p)r, — S, t+p—1),, <0, Vrse V.

The reason is that the root cause does not receive chang-
ing influences from other processes For the root cause,
S(t,t + p)r, = op,, where o is the noise variance
in the causal model of x,,,, so we can also identify the
noise variance of x,,.

2. Next, iteratively identify the remaining causal graph.
Suppose that we have identified n processes that are
the earliest according to the causal order. We then iden-
tify the next variable according to the causal order. Let
V,, represent variable indices of the first n processes
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and let V; = V\V,,. For any r; € Vj, we show that
if and only if x,_ is the next according to the order,
S(t,t+ p)r, is a linear combination of cross-statistics
of different orders of zv,, . In this way, we can iden-
tify the causal graph of the first n 4 1 processes. In
addition, the corresponding parameters are also iden-
tifiable, according to the identifiability of the varying
coefficient regression models (Wall, [1987)).

Repeating this procedure until we go through all pro-
cesses, we have the identifiability of the whole causal
model.

O

It is easy to extend the above identifiability result to the case
when there are both time-lagged and instantaneous causal
relations, which is given in Corollary [I] since for lagged
causal relations, their causal directions are fixed (from past
to future), and thus, it reduces to a parameter identification
problem.

Corollary 1. Suppose that the m observed time series,
Xy = (Jﬁl,t, T
process:

T . . .
,x,mt) , satisfy the following generating

51
o)
Tip =, bijiris+ D > Cik 4 Th,t—s T Cit,
z;EPA; s=1 x,€PL;

bz]t Q55,0 +a2],1bljt 1 +€ijta (8)

E;)t 72]0+Z’yljr 1j,t— 7‘+Vz(js)t7

where cgj)t represents the s-lagged causal coefficient, which

satisfies an autoregressive model with 'yl( S )0, ’yf J)7 e (—-1,1).
(S)t, represents a stationary zero-mean

The additive error, v; J

white noise process,with E[ul(;)t] = 0 and E[v Z(]S)t z(;)t] =

( ) Other notations b;j s, €;1, 0uj0, Qj1, and €;;4 are
the same as in Theorem[I| In addition, the underlying
instantaneous causal structure over X; is assumed to be
acyclic.

Then the model in ({8)) is identifiable, including the causal
order between x;’s and model parameters, when time series
are long enough.

The above results do not take into account the changeability
of o2. For the general case where o2 futher changes, our em-
pirical results strongly suggest that the causal model is also
identifiable, although currently there is no straightforward,
concise proof for it.

5. Model Identification

The model defined in equation (@) can be regarded as
a nonlinear state-space model, with causal coefficients
and log-transformed noise variances being latent variables

Z = {{b,;j}?fj:l, {h;}7,}, and model parameters 6 =
{{eijp}, {Bi,g}, {wi;},{vi}}. Therefore, it can be trans-
formed to a nonlinear state-space model estimation problem.
In particular, we exploit an efficient stochastic approxima-
tion expectation maximization (SAEM) algorithm (Delyon
et al.}|1999), combined with conditional particle filters with
ancestor sampling (CPF-AS) in the E step (Lindsten et al.,
2012; [Lindsten, [2013)), for model estimation.

5.1. SAEM Algorithm

For a traditional EM algorithm, the procedure is initialized

at some fy € O and then iterates between two steps, expec-

tation (E) and maximization (M):

(E) Compute pyr-1(Z|X) and the lower bound of the log-
likelihood, Q(6,6%~1), with

Q(8,6% 1) = /pek (Z|X)log pe(Z, X) dZ.

(M) Compute 6% = arg maxgce Q(6,6%1).

In the E step, we need to compute the expectation under
the posterior pgr—-1(Z|X), which is intractable in our case,
since p(X, Z) is not Gaussian. To address this issue, SAEM
computes the E step by Monte Carlo integration and uses a
stochastic approximation update of the quantity Q:

k.5)

(12 Q1 (@) 4, S logpo(Xur, 2(7)
j=1 19T
©)

where Z indicates sampled particles of Z, w( ) the weight
of jth particle at kth iteration, M the generated number of

particels, X1.7 = {X{}1,, (k D= (Z*INTand
k Hk>1 is a decreasing sequence of positive step size, wit
Ak > d f iti i ith
> n Ak =ocand Y, A2 < oco. The E-step is thus replaced
by the following:

Qk(e) =

(E) At each iteration, generate M particles of Z;kTJ ) from

pei—1(Z|X) and compute Qy,(6) according to (@) (A
method for sampling from pyr-1(Z|X) is introduced
in the next section.)

Under appropriate assumptions, SAEM is shown to con-
verge for fixed M, as k — oo (Delyon et al.,[1999). The
model parameters in the M step are updated by setting
6%&(9) = 0. The detailed derivations are given in Sec-
tion S3 in supplementary materials. The computational
complexity in each iteration is O(m?® x M x T, where
m is the number of variables, M the number of sampled
particles (we used M = 15), and T the length of time series.

5.2. Conditional Particle Filter with Ancestor Sampling

To sample particles Z from the posterior distribution, we
use conditional particle filtering with ancestor sampling
(CPF-AS) (Lindsten, [2013). The CPF-AS procedure is a
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sequential Monte Carlo sampler, akin to a standard particle
filter but with the difference that one particle at each time
step is specified as a priori. Let these prespeciﬁed particles
be 21 = {Z{}o- Let {2371 w1}
particle system targeting pg(Z1:¢—1|X1.4—1). To propagate
this sample to time ¢, we introduce the auxiliary variable

si , referred to the ancestor particle of Zot(j )

j=1 be a weighted

. To generate a
specific particle Zt(] ) at time t, we first sample the ancestor
index with P(s{ =4) c wi_;. Then Zat(j) is sampled from
Z9 ~ f.g(th|Z°:£1), j=1,---,M—1. The Mth particle
is sampled deterministically: ZQt(M) = ZQ {. We sample the
ancestor index s with P(sM = j) wt(j)lfg(ZDﬂZog_l).
Finally, all the particles are assigned importance weights,
w? = Wy (29,25 ), where the weight function is
given by pg(X;|Z;). The CPF-AS is summarized in Algo-
rithm S1 (Section S4) in supplementary materials.

5.3. Causal Graph Determination

The causal graph is determined from the sampled parti-
cles. With finite samples, there exist estimation errors; for
example, even when there is no causal edge from z; to
x;, the estimation IA)iN may not be exactly zero but some
small values. To determine whether there is a causal edge
from x; to x;, we check both the mean and the variance

of by . Specifically, if both b; = & > by, < a and

ST (bije — bij)? < @, we determine that there is no
causal edge from x; to x;, where « is a threshold.

In our model, we estimate the causal adjacency matrix By
directly. Recall that LINGAM (Shimizu et al., [2000) first
estimates A = (I — B)~! and then recover the underlying
adjacency matrix B by performing extra permutation and
rescaling, since W is only identified up to permutation and
scale. We directly model the causal process, represented by
By, with the following advantages:

e Itis easy to add prior knowledge of causal connections.
In practice, experts may have domain knowledge about
some causal edges.

e One can directly enforce sparsity constraints on the
causal adjacencies; even if By is sparse, (I — B;)~!
is not necessarily sparse, so enforcing the sparsity of
causal adjacency would be more difficult when work-
ing with A. Section S5 in the supplementary materials
explains how to add sparsity constraints on causal adja-
cency matrix B; and on b;;; — b;; 1, which ensures
smooth changes of b;; ; over time.

e The estimation procedure directly outputs the causal
adjacency matrix, without additional steps of permuta-
tion and rescaling, which are usually expensive.

6. Forecasting with Time-Varying Causal
Models

After identifying the causal model, we aim to do forecasting
by taking advantage of the causal information. Suppose
that we have observational data X 1.7+1 and Yj.p, with
X = {f( ,Y'}, and we want to predict Yr1. We denote
the Markov blanket of Y by My = Py U Cy U Sy, where
Py denotes the set of parents of Y, Cy the set of children
of Y, and Sy the set of spouses of Y. Given its Markov
blanket, Y is independent of remaining variables in the
causal system; thus, My contains all the information that
is needed to predict Y. The posterior of Yr,; given its
Markov blanket at time 7" + 1 can be represented as

p(Yri1[ My 141)

< p(Yri1|Pyri1) I1 p(Xe,ri1lPe,ri1),  (10)

)}cl eCy

where Xci € Cy is the ith child of Y, and Py, € My
denotes the parents of X ¢, in My. Let gy and U% denote
the corresponding causal coefficients and noise variance in
the functional causal model of Y. Let Dy := {X 1.7, Y1.1}
Then we have

p(Yri1|Pyr41)
ffffp YT+1|PYT+1,bYT+17UYT+1)

1D
p(by.r41lby.r)p(by,r| Dr)p(0% 141 |0% 1)
p(UY,T|DT) de,T+1 de,T dUY,T+1 dUY,T-
Since each coefficient changes independently,

p(gy’T+1 |l_))y7T) can be written as

H p( YT+1‘b 7); 12)

b{, Eby

(bYT+1|bYT

where b{, is the jth entry in by

Similarly, let gci and agci denote the corresponding causal

coefficients and noise variance in the causal model of ch
respectively. Then we have

(XC“TJrl‘,PCI,TJrl)
= JJJ/p XC“T+1|7’CHT+17bc?,T+1aac 1)
p(be, r41lbe, T) (be, T|DT) (02, 741108, 1)
p(oZ, 7|Dr) dbo, 741 dbe, 1 do?, 1y dod, 1,
with

13)

(bC T+1|bC“T H p(b C’ T+1‘bC r), (14
b7i€bci

where bjéi is the jth entry in I;Ci.
Since p(Yr+1|Py,r+1) and p(Xc, 74+1|Pc, r+1) are not

necessarily Gaussian, the integrations in (TT)) and (T3) are
not given in closed forms. We use Markov chain Monte
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Carlo MCMC) to do Bayesian inference; in particular, we
use the Metropolis-Hastings algorithm (Robert & Casellal
2004).

P(Y741|Py,r+1) in equation (11) is estimated by Monte
Carlo integration,

L "
p(Yr11|Pyri1) = ZP(YT+1‘PY,T+17 b%ﬂ, ny(,jT)H),
j

) 2(J)

pli ;
where by, and oy, Vj, are samples from

p(byr41lby.r) and p(a5. 1, |03 1), respectively. For by, 7
and G%’T, we use the generated particles by CPF-AS in
model estimation. Similarly, p(XCI.,TH |Pc, r+1) in equa-
tion (T3) is also estimated by Monte Carlo integration.

The detailed procedure of estimating p(Yr41| My, 741) by
Metropolis-Hastings is given in Algorithm where ¢(-) is
taken as a normal distribution. The first hundred samples
are ignored, due to the “burn-in" period.

Algorithm 1 Forecasting of Y71 by Metropolis-Hastings
1: Initialize Y'(%).
2: fori=1to N do
3:  Propose: Y (Y ()|y (-1,
4:  Acceptance probability:

Ck(YCﬂndi |Y(171) )

in {1 A O (Y Py )
T q(Yendi|y (i=D)p(Y =D | Py 14q)

H p()z'ci’:mrl ‘Ycandi7 Pci7T+1/Ycandi)

XciGCY }
[1 »(Xe,raa|YGE=D, P, rpr /YD) [

Xc,€Cy

5:  Take u ~ Uniform(0, 1).

6: if u < o then

7: accept the propose: Y (1) = yreandi,
8: else

9 reject the propose: Y (¥ =y (i=1),
10:  endif

11: end for

12: Output: Y741 = 55577 Doivto0 ¥ P

7. Experimental Results

To show the efficacy of the proposed approach for simulta-
neous causal discovery and forecasting, we apply it to both
synthetic and real-world data.

Synthetic Data We considered two types of data generat-

ing processes:
(1) Only causal strengths b;; change over time according
to autoregressive models, but noise variances af are

constant over time.

(2) Both causal strengths b;; and noise variances O’Z-Q

change over time according to autoregressive models.

We randomly generated acyclic causal structures according
to the Erdos-Renyi model (Erdds & Rényil [1959) with pa-
rameter 0.3. Each generated graph has 5 variables. The
parameters were set in the following way: the fixed noise
variance 02 ~ U(0.1,0.5), the noise variance of b;;’s au-
toregressive model w;; ~ U(0.01,0.1), the noise variance
of h;’s autoregressive model v; ~ /(0.01,0.1), the coeffi-
cient in b;;’s autoregressive model «; , ~ 1(0.8,0.998),
and the coefficient in h;’s autoregressive model 3; , ~
4(0.8,0.998), where U(l,u) denotes a uniform distribu-
tion between [ and u. We also considered different sample
sizes T' = 500, 1000, 1500, and 2000. For each setting (a
particular data generating process and a particular sample
size), we generated 50 realizations.

For causal discovery, we identified the causal structure by
the proposed method. We compared it with other well-
known approaches in causal discovery, including LINGAM,
Causal Discovery from NOnstationary/heterogeneous Data
(CD-NOD) (Zhang et al.;,|2017), the minimal change method
(MB) (Ghassami et al., 2018]), and the identical boundaries
method (IB) (Ghassami et al.| 2018)). CD-NOD estimates
the causal skeleton by constraint-based methods over an aug-
mented set of variables and orients the causal direction by
using the modularity property: P(cause) L P(effectlcause).
Both IB and MC are designed for multi-domain causal dis-
covery in linear systems.

In our methods, we randomly initialized the parameters and
determined the causal graph by using a threshold (we simply
used 0.05) for both the mean and variance of l;mt; that is,
if l;ij = % ZtT:I l;ij,t < 0.05 and % ZtT:l(i)ij,t — I;ij)Q <
0.05, we concluded that there is no edge from z; to x;.
For CD-NOD, the kernel width was set empirically (Zhang
et al.l 2017), and the significance level was 0.05. Since
both IB and MC methods need data from multiple domains,
we segmented the data into non-overlapping domains with
sample size 100 in each domain.

In Figure 2] we reported the F1 score to measure the accu-
racy of learned causal graphs in both scenarios: one with
only changing causal strengths (Figure [2(a)) and the other
with changes in both b;; ¢ and aﬁt (Figure b)). From
the figure, one can see that our proposed method gives the
best performance (the highest F1 score) in all cases, and
the accuracy slightly increase along with sample size. The
nonparametric method CD-NOD has the second-best perfor-
mance. CD-NOD assumes that the changes are smooth, and
in practice, it may be affected by inappropriately chosen
kernel widths and significance level, and may need a large
sample for good performance. The other three methods
do not perform as well. IB and MC likely under-perform
because they are designed for multi-domain systems and
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thus may not work well for the changes considered here.
Similarly, LINGAM is designed for fixed causal models and
thus not appropriate for nonstationary data.

Then we did forecasting by making use of the estimated
time-varying causal model. For each realization, we further
simulated 10 values for the processes, and predicted the
values of each process with one-step ahead prediction. We
compared the proposed method with a collection of meth-
ods which do not consider the underlying causal model,
including (vanilla) Lasso (Tibshiranil |1996), window-based
Lasso, Kalman filtering (KF) (Kalmanl [1960), state-space
model estimated with CPF-AS (denoted by SSM(CPF)), and
Gaussian process (GP) regression (Rasmussen & Williams)
2006). We used all the remaining processes as predictors
for the target process. Particularly, the window size for
window-based Lasso was 100.

9———9/6_0 ©-Ours
0.5 0.9p—————© |#LINGAM

1B

/ EMC
+<CD-NOD

0.5 0.5
:Pd —e 5

03 03
500 1000 1500 2000 500 1000 1500 2000
Sample size Sample size

(a) Only b changes (b) Both b and o2 change

Figure 2. F1 score of the estimated causal graph when (a) only
bi;,+ changes and when (b) both b;; ; and a?,t change.

We calculated the root-mean-squared error (RMSE) of the
predicted 10 values to evaluate the forecasting performance.
We first did paired, one-sided Wilcoxon signed rank test be-
tween our method and each of the remaining ones (Gibbons
& Chakraborti., 2011), across the two settings (with con-
stant and changing noise variances, respectively) and across
the four different sample sizes. Our methods significantly
outperform all others in all cases, with the highest p-value
0.018 for the comparison with KF, 0.005 with SSM(CPF),
% 10~4 with Lasso, x 10~ with window-based Lasso, and
10~*with GP. For illustrative purposes, Figure [3|shows the
mean of RMSE across different processes and parameter
settings; in (a), only causal strengths b;;,; change, and in
(b) both b;; + and noise variances afyt change. We can see
that the RMSE generally decreases with sample size. The
Lasso and GP additionally do not consider the change of the
model, and not surprisingly perform worse than others.

Real-World Economic data We investigated the causal
relationships between Gross Domestic Product (GDP), in-
flation, economic growth, and unemployment rate, with
quarterly data from 1965 to 2017 in the USA[H The data
are normalized by subtracting the mean and dividing them
by the standard deviation. We applied model (4) to estimate
contemporaneous causal relations between the four macroe-

"Downloaded from https://www.theglobaleconomy.com/.
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(a) Only b changes (b) Both b and o? change

Figure 3. RMSE of the forecasts when (a) only b;; ; change and
when (b) both b;; ; and af,t change.

GDP Inflation Figure 4. Identified contempo-
raneous causal relationships be-
tween GDP, inflation, economic
growth, and unemployment.

Economic Unemployment
Growth

conomic variables. From our model, we found that inflation
and economic growth affect GDP, that economic growth
influences inflation, and that unemployment is directly in-
fluenced by GDP and inflation; see Figure 4] These findings
seem consistent with domain knowledg for example,
inflation increases the cost of products and leads to a decline
in production, thus causing GDP to fall; economic growth
gradually increases the price level of all goods, thereby caus-
ing inflation; inflation may increase unemployment because
of the decline in competitiveness and export demand.

Table 1. RMSE of the forecasts on inflation (2007 - 2017).

Methods RMSE Methods RMSE
Ours 0.32 Lasso 0.38
Kalman filtering  0.42 Window Lasso  0.37
SSM (CPF) 0.43 GP 0.37

We then forecasted inflation from 2007 to 2017 with one-
step prediction. We also included one-lagged time series as
predictors. The RMSE on the normalized data is given in
Table[T] Our method gives the best forecasting accuracy, as
indicated by the lowest RMSE.

8. Conclusion

In this paper, we formalized causal discovery and forecast-
ing in nonstationary environments under the framework of
nonlinear state-space models. We allowed changes in causal
strengths, as well as noise variances. We showed that nonsta-
tionarity helps causal model identification, and that causal
knowledge improves interpretability and forecasting accu-
racy. The proposed methods showed promising results on
macroeconomic data. As future work, we will extend our
methods to cover nonlinear causal relationships, to partially
observable processes, as studied in (Geiger et al.,2015), and
to causal models with instantaneous cycles.

2For instance, see https://financialnerd.com/three-pillars-
economy-inflation-gdp-unemployment/.
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