A. Proof of Lemma 1

Using the Bellman evaluation equation, we have

QL2 (s,a) =ra(s,a) + VEg o [QL12(s',a’) — alnw(a']s")]. (1)

& Qi (s,a) + g(s) =ra(s,a) + g(s) = VEs [g(s")] +Eg 0 | Qi (s, a") + g(s') —alnm(a|s") (2)
=Qui ' (s,a) r1(s,a) Qi (s,a)

& QUi (s,a) =ri(s,a) +VEy o [Qn (s',a") — alnm(d'|s)]. (3)

This proves the stated result.

B. Proof of Theorem 1

Let 7’ = SPI,, {w}. We have, for any state-action couple,

_ exp{Qqq' (5,0)}

ﬂ-/(a|8) - Z(S) (4)
—exp{Qgx ' (5,a) +g(s)}
=T Z(5)ewd(s) )
_exp{Qy’(s,a)}
=T 2(9 ©

The last equations means that 7/ = SPI,, {7}, and so SPI,., {w} = SPI,,{7}. To see that both rewards provide the same
optimal policy, it is sufficient to notice that an optimal policy is the unique policy being greedy respectively to itself, that is
7« = SPL.{m.}. So, SPIL,. {w} and SPI,, {w} have necessarily the same fixed point.

C. Proof of Theorem 2

Let 71 and 7y be two successive policies such that w7 = SPL.{7; }. This means that, for any state s and action a, we have:

ma(als) = 71(5)

where Z1(s) is a normalization factor. Taking the logarithm of this expression, we get:

alnm(als) = Qug(s,a) —InZ(s) = Qi (s, a) + f(s).

According to Lemma 1, this means that «In 75 (a|s) is the Q-function associated to the shaped reward function 7(s, a) =
r(s,a) + f(s) — vEg [f(s")] for the policy 71. Using the fact that this Q-function satisfies the Bellman equation, we have

alnmy(als) = 7(s,a) + VEy o [alnma(a’|s") — alnm (a]s’))]
=7(s,a) — 7By [KL(my (.[s")[|m2(.]5"))]
& 7(s,a) =alnms(als) + VEgwp(ja,s) KL(m1(.]s")[|m2(.]s"))] -

The fact that both r and  have the same optimal policy is due to theorem 1. This proves the stated result.



