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1. General implementation details

We used TensorFlow probability (Dillon et al., 2017) and the
Adam optimiser (Kingma & Ba, 2014) to train all DLVMs.
All neural nets are initialised following the heuristics of
Glorot & Bengio (2010) and He et al. (2015). Because we
wanted to investigate the properties of the different bounds,
all DLVMs are trained without any form of regularisation.
Regarding gradient estimation, we used the pathway deriva-
tive estimate of Roeder et al. (2017) for MNIST, but found
that it let to quite unstable training for the continuous UCI
data sets, so we used the regular gradient estimates of Burda
et al. (2016). These results are consistent with the recent
findings of Tucker et al. (2019), who showed that the path-
way derivative estimate is actually biased, but that this bias
is almost invisible for MNIST.

2. A MAR (but not MCAR) version of MNIST

We consider a MAR version of MNIST where all bottom
halves of the pixels are observed. For each digit, either
the top half, top quarter, or second quarter, is missing (de-
pending on the number of white pixels in the bottom half).
Specifically, for each digit x € R84, we sample a binomial
random variable h, with 2 trials and success probability

7(x) = % Z

2 j Ebottom half of x

Then, we

e remove the second quarter if h = 0,
e remove the top half if h = 1,

e remove the first quarter if h = 2.

Because m(x) only depends on the (always observed) bot-
tom half of x, this scheme is MAR, but not MCAR.
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3. A MAR (but not MCAR) UCI experiment

‘We consider the Breast data set, which contains 30 contin-
uous features. After standardisation, we keep the first 15
features, and remove, for each observation x € R3?, the
second 15 features with probability

15

L 1
7(x) = sigmoid I ; x;

Since 7(x) only depends on the first, always observed, 15
features, this scheme is MAR, but not MCAR.

We then perform a single imputation experiment similar to
the one in the main paper. The results are presented in Table
1. Similarly to the MCAR experiments, MIWAE is more
accurate than the other competitors.

Breast
MIWAE 0.24 (0.04)
missForest  0.31 (0.04)
PCA 0.28 (0.05)
kNN 4.35(1.93)
Mean 0.99 (0.08)

Table 1. Mean-squared error for single imputation for a MAR ver-
sion of the Breast data set (mean and standard deviations over 5
randomly generated data sets).
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