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1. Validity of Replica ¢cSMC

It is easy to see that the proposed update leaves 7 invari-
ant. Let M- (xgk:)p \xgk%) be the cSMC transition ker-

nel used to update replica 5”1 T, k= 1,...,K, where
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replica update is a composmon of the M, (i SO We can

write the rephca c¢SMC transition kernel M as a product,
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M(ayp o) = Hk:l Mmng’ﬂ (551;T ‘%:T)-

The replica cSMC transition kernel M then leaves 7 invari-
ant since we have
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