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Biology is currently undergoing a shift from a mostjyalitative to an information
rich, quantitative science. Usirigrge-scalebiological technologies, ware gaining

global views of structuraand dynamicinformation in the form of wholeggenome

sequences and the corresponding gene activity patterns at tharRigotein level.

Thesedatareflect the molecular workings of a complex informatignocessing
system. In many ways these systems caaftaetively viewed from the perspective
of genetic feedback networks, given that thdundamentalstep of biological
information flow resides in genactivationandits control through the activity of
regulatory genes.

There are obvious challenges in managing and interpreting these datetate
predictive models, which is the essential goal of any sciencethig level of
complexity, our analysis must mouseyond caricatures depictinpe putative
interactions of small sets of molecules to systemati@gntitative approaches to
functional inference and modeling. For this purpose weeek the appropriate
computational strategies based on a solid mathematical and statistical foundation.

The following series of ningpapersdeals with the modeling ofmolecular
networks,inference offunctional relationships frongeneactivity profiles, and a
networksapproach tostructural evolution. We begin with raview by Szallasi in
which he explains why integrativegpproaches have been ignoredhe traditional
searchfor “dominant* molecular genetimechanismsand why this is nolonger
tenable inlight of the evidencefor combinatorial molecular causes ferg.
complex humardiseases. The discussion covérgportant topics rangingrom
deterministicvs. stochastic modelingnetwork compartmentalizationand data
requirements for reliable reconstruction of network architectures.

Theoretical investigations into network behavior require computational tools for
network construction, visualizatioand simulation. In the first offour papers,
Samsonova & Serointroduce a Javapplet, "NetWork", as &VWW interface for
general network modelinbased onthe Boolean networkmodel. For any given
architecture,the applet provides the interaction diagrams and calculates the
trajectories and corresponding attractors. Beyond “forward" modeling, serious
challenges lie in the inverse problem of inferring network architectures from activity
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data. Akutsu et al. present a rigorous mathematical investigation of this problem for
discrete networks. In particular, theyeach anoptimistic conclusion on the
practicality of "reverse engineering" in terms of data requirenmsmsomputational
resources. In a departure fradiscretemodels,Weaver etal. examine acontinuous,

linear modeling schemthat demonstratestable and cyclical behavior consistent
with biological observations. They also provide a reverse engineering algorithm that
performs remarkablyvell even inthe presence ohoisy inputdata. Chen et al.
present an extensive non-linear modelirgnework based on differentiafuations.

They takeinto account transcriptionahnd translational controlandtime delays.

Like Akutsu et al.and Weaver etl., the authorgoncludethat only arelatively

small number of activiyneasurements is necessary tfog inference of a largely
correct model ofnetwork architecture. lrtontrast, Erb & Michaelsdraw a less
optimistic conclusionregarding modeling stability. Using sensitivity analysis
within a non-linear differential equatiomodel, smallerrors in parametegstimates

in their three gene model circuit prove to cause large errors in model prediction.

Four papers deal with the analysis of specific biological examplaaeseleer
et al. apply a linear modelingpproach tothe first-order inference of regulatory
connections from times series géne expressiodata in CNS development and
injury. Given the limited number of measurements, the analysis results in a
remarkably sparse interactianatrix and providedgood reconstructions of the
training dataset. While thespecific predictions of gene interactioa® speculative
at this stage, they maserve as guides for future experimental desikyoda &
Kitano simulate spatio-temporal patterning in development. Timeidel of six
interacting genes faithfullyeproducesthe protein expression profiles along the
primary axes in Drosophila leg formation and provides two new predictioggran
interactions. Goingbeyond strictly deterministic systems, Goss &Peccoud
introduce astochastic modelingpproach to bacteriglasmidstability. Nagl et al.
extendthe networkperspective tathe intramolecular evolution dfteroid receptor
binding sites. Using an information theoretic approach, teegonstratehat ligand
binding residuesevolve within a network otovaryingpositions on theprotein
sequence.



