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Abstract 
 

In this paper, we describe our approach for 
single language information retrieval (SLIR) on 
Chinese language of NTCIR4 tasks. Firstly, we 
automatically extract terms (short-terms and 
long terms) from document set and use them to 
build indexes; secondly, for a query, we use short 
terms in the query and documents to do initial 
retrieval; thirdly, we build an ontology for the 
query to do query expansion and implement 
second retrieval. Finally, we use long terms to 
reorder the top N retrieved documents. 
Experiments show that the method achieves good 
results for both T-run and D-Run SLIR tasks of 
Chinese language.  
Keywords: Ontology, Term Extraction, 
Chinese Information Retrieval, Query Expansion, 
Term Coverage 
 
1. Introduction 
At NTCIR4, we participated in SLIR tasks of 
Chinese language in Cross Lingual Information 
Retrieval (CLIR) track, where both the query and 
the document set are in traditional Chinese 
language. We submitted two compulsory runs: a 
T-run with some nouns or noun phrases about 
topics as queries and a D run with short 
descriptions of topics as queries [4]. 

For Chinese Information Retrieval, many 
retrieval models, indexing strategies and query 
expansion strategies have been proposed [2, 9, 
12, 14]. Chinese Character, bi-gram, n-gram 
(n>2) and word are the most widely used 
indexing units. The effectiveness of single 
Chinese Characters as indexing units has been 
reported in [7]. The comparison between the 
three kinds of indexing units (single Characters, 
bi-grams and short-words) is given in [6]. It 
shows that single character indexing is good but 
not sufficiently competitive, while bi-gram 
indexing works surprisingly well and it’s as good 
as short-word indexing in precision. [5] suggests 

that word indexing and bi-gram indexing can 
achieve comparable performance but if we 
consider the time and space factors, it is 
preferable to use words (and characters) as 
indexes. It also suggests that a combination of 
the longest-matching algorithm with single 
characters is a good method for Chinese IR and 
if there is a module for unknown word detection, 
the performance can be further improved. Some 
other researches [11] give similar conclusions. 
Bi-gram and word are considered as the top two 
indexing units in Chinese IR and they are also 
used in many reported Chinese IR systems in 
NTCIR tracks.   

Regarding retrieval models, two models are 
most widely used in Chinese Information 
Retrieval, i.e., Vector Space Model [13] and 
Probabilistic Retrieval Model [10]. They are also 
adopted in most Chinese language experiments 
in NTCIR tasks. 

For query expansion, most strategies make 
use of the top N retrieved documents in initial 
retrieval [14]. Generally, it selects M indexing 
units from the top N documents according to 
some criteria and adds these M indexing units to 
original query to form a new query. In such a 
process of query expansion, it’s supposed that 
the top N documents are related with original 
query. However in practice, such an assumption 
is not always true.  

In NTCIR4, we adopt automatically acquired 
terms as indexing units and build query-specific 
ontologies for query expansion.  Firstly, we 
automatically extract terms (short-terms and long 
terms) from document set and use them to build 
indexes; secondly, we use short terms in query 
and documents to do initial retrieval; thirdly, we 
build an ontology for each query to do query 
expansion and implement the second retrieval; 
finally, we use long term coverage to re-order the 
retrieved documents. Figure 1 demonstrates the 
processes of our Chinese IR system. 

The rest of this paper is organized as 
following. In section 2, we describe how to 
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automatically extract terms from document set. 
In section 3, we describe the retrieval model and 
weighting scheme used in our system. In section 
4, we describe how to build ontology and how to 
use it to do query expansion in our system. In 
section 5, we describe how to refine the final 
ranking documents by using term coverage. In 
section 6, we evaluate the performance of our 
proposed method on NTCIR4 and give out some 
result analysis. In section 7, we present the 
conclusion and some future work.   

 
 

Fig. 1  Process of IR 
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2. Term Extraction 
While bi-gram and word are most widely used as 
the indexing units in Chinese IR, we use 
automatically extracted terms as indexing units 
in our NTCIR4 track. The advantage is that we 
don’t need a pre-defined dictionary. 
      We use a seeding-and-expansion mechanism 
to extract terms from documents (or document 

clusters). The procedure of term extraction 
consists of two phases, seed positioning and term 
determination. Intuitively, a seed for a candidate 
term is an individual word within the term, seed 
positioning is to locate the rough position of a 
term in the text, while term determination is to 
figure out which string covering the seed in the 
position forms a term. 
      To determine a seed needs to weigh the 
individual words to reflect their significance in 
the text in some way. To do so, we make use of a 
very large corpus r as a reference. Suppose s is 
the text of the collected summaries, w is an 
individual word in the text, let Pr(w) and Ps(w) 
be the probability of w occurring in r and s 
respectively, we adopt 1), relative probability or 
salience of w in s with respect to r [3], as the 
criteria for evaluation of seed words.  
 
1) Ps(w) / Pr(w) 
 
We call w a seed if Ps(w) / Pr(w)≥δ (δ>0).  
       We have the following assumptions about a 
term. 
 

i) a term contains at least a seed. 
ii) a term occurs at least N times in the text. 
iii) a maximal word string meeting i) and ii) 
is a term. 
iv) for a term, a real maximal substring 
meeting i) and ii) without considering their 
occurrence in all those terms containing it is 
also a term.  

 
Here a maximal word string meeting i) and ii) 
refers to a word string meeting i) and ii) while no 
other longer word strings containing it meet i) 
and ii). A real maximal substring meeting i) and 
ii) refer to a real substring meeting i) and ii) 
while no other longer real substrings containing 
it meet i) and ii).  

  Before term extraction, we roughly cluster 
the whole document set r into K (K<2000) 
clusters, then we regard each document cluster as 
one large document and apply the term 
extraction algorithm on it. The reason for 
document clustering is that some important terms 
may be statistically salient in a document cluster, 
which consists of similar documents, while they 
are not in a single document.  
       All the terms from different document 
clusters form a term list. We regard a term whose 
length is less than 4 Chinese Characters as a 
short term, and a term whose length is equal or 
greater than 4 Chinese Characters as a long term. 
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Here are some examples of short terms and long 
terms. 

 
(1) Short Terms ��

 (Laborer) ��
 (protest) ���

 (Council of Labor Affairs) ��
 (Appeal) 

 
  (2)  Long Terms �	
�

 (Jonnie Walker) �
��
 (Golf) ����
 (Tiger Woods) �����

 (embryonic stem cells) 
 

      There have been many document clustering 
approaches reported so far. K-Means and 
hierarchical clustering are two commonly used 
approaches. In our Chinese IR system, we only 
need to roughly cluster document set into some 
document clusters. So we use a simple K-Means 
approach. Firstly, we randomly pick up 10*K 
documents from document set r;  secondly, we 
use K-Means approach to cluster these 10*K 
documents into K clusters; finally, we insert 
other documents into the K clusters.  

In practice, we cluster the whole document set 
(CIRB011: 132,173 documents and CIRB020: 
249,508 documents) into 2000 document clusters, 
then we extract terms from each of these 2000 
document clusters.  

All of the terms extracted from the 2000 
document clusters form a term list. Every term in 
the list is called a global term because it’s 
extracted based on the whole document set r. In 
fact, the term list can be considered as an 
automatically acquired dictionary, and can be 
used to find terms in a single document or a 
query. To find terms in a single document or a 
query, we make use of a variant of word 
segmentation method to segment a document or 
a query into a term string. Unlike traditional 
word segmentation method, a global term and its 
sub-terms may be considered as a term in a 
document simultaneously. For example, if g = cd 
is a global term where c and d are also global 
terms, then g, c and d are all considered as terms 
in a document. The terms acquired from single 
documents are regarded as local terms. 

The local terms in documents are used as 
indexing units to build index.   

 
3. Retrieval Model 
We use vector space models to represent 
documents and queries. Each document or query 

is represented as a vector in vector space where 
each dimension of vector is a term extracted 
from the document or the query. The weight of 
term t in document d is given by the following 
TF/IDF weight scheme:   

 
2) w(t, d)=log(T(t, d)+1) * log(N/D(t)+1) 
 
where, w(t, d) is the weigh given to t in d, T(t, d) 
is the frequency of t in d, N is the number of 
documents in document set, D(t) is the number 
of documents in document set which contain t. 

The weight of term t in query q, w(t, q), is 
given by the following weight scheme:   

 
3) w(t, q) = T(t, q) 
 
where T(t, q) is the frequency of t in q. 

In the initial retrieval, only short terms are 
used to construct document vectors and query 
vectors. The reason is that for long terms, their 
frequency in documents tends to be lower, and 
their tf/idf values tend to be higher, if we include 
them in document vectors in initial retrieval, they 
may dominate the retrieval results, which will 
affect the recall.  
     The similarity (distance) between a document 
d and a query q is calculated by the cosine of the 
document vector and the query vector. 
 
4. Ontology Construction and Query 

Expansion 
For each query, we built an ontology specific to 
the query for its expansion. Another option is to 
construct an ontology for the whole document 
collection. However, there may be too many 
terms from the document collection to cluster 
them in practice. The terms of the query-specific 
otology come from the query itself, top 
documents in the initial retrieval list and internet. 
The terms from the query and the document are 
those included in them. In practice for query 
expansion, we only consider the top 20 
documents retrieved in the initial retrieval.   
       The reason why we also get some terms 
from internet is that some relevant terms may be 
not statistically obvious in the document 
collection, while they may be acquired by search 
engine results.  The terms from internet are those 
we extract from the snapshots returned by Yahoo! 
with the terms from the query as the search terms. 
The extraction process is the same as that for the 
document collection. In order to avoid noises 
from the search results, we select those terms 
which are already in the term list from the 
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document collection, however not regarded as 
relevant term yet.     
     After getting the terms, we conduct term 
clustering, which includes four sub-steps: 

i) build a term by term matrix based their 
co-occurrence frequency; 

ii)  Feature reduction based on latent 
semantics analysis [15]. The dimension is 
reduced to 50.  

iii)  Construct a feature filter, which is to 
select the features which minimize the 
point-to-point entropy in 4) [8]. 
Intuitively, an optimal feature set should 
make the cluster structure more clear, and 
the point-to-point entropy will be lower. 
This process is to remove the noisy 
features for term clustering. 

iv) Clustering based on MDL criteria in 5) 
and 6) [1]. This method can determine the 
optimal number of the term clusters.     

  
      4)  
 
 
      5) 
 
 
      6) 
 
      After term clustering, we can detect the ISA 
relationship between term clusters. The ISA 
relationship is based on the string mapping of the 
terms. In detail, if a term a is sub-string of 
another term b, then the cluster including a is 
super-ordinate of the cluster including b. For 
example, ���  (IC) is a substring of ����
� � � (non-touching IC), so the cluster 
containing� � � � � � �  is sub-ordinate, 
while the cluster containing� ��  is super-
ordinate.  
      For any term in the query, we can find a 
cluster, which contain the term. During query 
expansion, we use the cluster and its sub-ordinate 
clusters to expand the term in the query.  
 
5. Document Re-Ordering 
Document re-ordering is used to adjust the top M 
(M<2000) document in the initial retrieval and 
final retrieval. In the process of document re-
ordering, long terms play an important role, since 
they tend to be more significant for the retrieval 
precision than short terms.  
        For a term a in a query, another term b in a 
document cover a, if they belong to one same 
term cluster. So, we can define the coverage rate 

of a document for a query as the ration of the 
number of the covered terms in the query against 
the number of all the terms in the query.  
       According to the coverage rate, we can re-
order the retrieved documents. Intuitively, 
suppose c, d and e are terms of query q, then 
document f is more likely to be relevant with q 
than document g if document f contains term c, d, 
and e, but document g only contains c and e. 
 
6. Results and Evaluation 
We submitted two compulsory runs to NTCIR4: 
a T run which only uses field TITLE as queries 
and a D run which only uses field DESC as 
queries. There are altogether 59 query topics.  
     Table 1 and Table 2 list the statistical result of 
mean average precision (MAP) for the 59 query 
topics under relax relevance judgment and rigid 
relevance judgment. Relax Relevance Judgment 
considers highly relevant documents, relevant 
documents and partially relevant documents, 
while Rigid Relevance Judgment only considers 
highly relevant documents and relevant 
documents.   
      In table 1 and 2, column [C-C-T] represents 
Chinese to Chinese T run, [C-C-D] represents 
Chinese to Chinese D run; Row [min] represents 
the minimum MAP among the submitted results, 
Row [max] represents the maximum MAP 
among the submitted results, Row [med] 
represents the medium MAP among the 
submitted results, Row [ave] represents the 
average MAP of the submitted results, and Row 
[I2R] represents our MAP results. 

Table 1. Statistics on Rigid Judgment 

 
Table 2. Statistics on Relax Judgment 

 C-C-T C-C-D 

min 0.1638 0.1548 

max 0.3799 0.388 

med 0.2356 0.2219 

ave 0.2378 0.2328 

I2R 0.3799 0.388 

 

 C-C-T C-C-D 

min 0.1327 0.1251 

max 0.3146 0.3255 

med 0.1881 0.1741 

ave 0.1943 0.1826 

I2R 0.3146 0.3255 
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Fig. 2.  Precision at top 10 documents (rigid) 
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Fig. 3.  Precision at top 10 documents (relax) 
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Fig. 4.  Precision at top 100 documents (rigid) 
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Fig. 5. Precision at top 100 documents (relax) 
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Fig. 6. Precision at top 1000 documents (rigid) 
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Fig. 7. Precision at top 1000 documents (relax) 
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From the statistical results, for T run, our group 
achieves 0.3146 and 0.3799 MAP on rigid and 
relax relevance judgment; for D run, our group 
achieves 0.3255 and 0.388 MAP on rigid and relax 
relevance judgment.  

Fig. 2-7 gives the comparison between the 
precision of T-run in the three retrieval stages. 

Although we get the best MAP results in 
average on both T run and D run under rigid 
relevance judgment and relax relevance judgment, 
we get poor results on several individual query 
topics. To find the reasons, we compare the final 
results with the initial search results without query 
expansion, and find that while query expansion 
based on ontology is useful for improving the 
precision of most queries, it affects some queries, 
which include query 9, 18, 28, 33 and 58.  

 The main reason for this lies in over expansion, 
i.e., irrelevant terms are introduced in the process 
of query expansion. As an example, for query 33:  

 
<TITLE> 

� �
, � ��  (Research, Protein ) 

</TITLE>  
 
We get some relevant terms for term � ��  
(Protein): 
 

    ��  (nutrition) 
    ��  (food) 
 

These terms, although relevant with � � �  
(Protein) in some sense, are not relevant with the 
real topic of the title. So, they played negative 
roles on the retrieval results and reduced the 
precision of top N ranking documents. 

As another example is query 58:  
 
<TITLE> 	 
 � � 
 � � > (non-touching 

IC)</TITLE>  
 
After query expansion, the precision of top 10 
documents (PreAt10) becomes 0.0 from the 
original 0.5. Analysis shows that improper relevant 
terms caused such problem. The following is the 
list of the improper relevant terms for this query: 

 ����
 (Electric pricing) ������

(Electric pricing system) �� �� �� � ���
 (High way electric 

pricing system) 
 

      Another main reason for the poor performance 
is less expansion, i.e., the relevant terms are not 
captured by the expansion process. As an example, 
consider query 18: 

 
   <TITLE>���  �� � (Social problems for 
young people)</TITLE> 
   <DESC>to retrieve the documents about the 
social problems caused by young people</DESC>  
 
The really relevant terms for this query includes�
� (youth), �� , � ! (young boy), �" (young 
girl), #$ (drug)%&' (smoking)%etc. However, 
the most relevant terms for� � �  from the 
document collection are()  (health), and ��  
(nutrition), while the most relevant terms for��
�   from the document collection are * +
(military), ,- (stock), etc.  
 
7. Conclusion and Future Work 
In this paper, we introduce our approach for 
Chinese IR and our experiments in the Chinese 
tasks of SLIR in NTCIR4. Our system achieves 
0.3146 and 0.3799 MAP under rigid and relax 
relevance judgment for T run and 0.3255 and 
0.388 MAP under rigid and relax relevance 
judgment for D run. 

       Although our system gets good results in 
both T run and D run, we find a lot of difficulties 
to push our approach into actual applications. The 
most difficult problem is how to acquire proper 
relevant terms and ontology knowledge.  

      Relevant terms are mainly based on the co-
occurrence of terms in documents. Experiments 
show some relevant terms acquired in this way are 
not actually relevant with the given term. One 
possible solution in future is to detect relevant 
terms by co-occurrences of terms in paragraphs or 
in sentences. Another problem is that even if some 
terms are relevant with the query term, they are not 
relevant with the underlying topic described by the 
query. For this problem, we need to study how to 
get the topic-relevant terms, not only those just 
relevant with some query terms.   

Another future work is to try to acquire more 
information-rich ontology, especially more 
semantic relationships between terms. Then, we 
can consider the contribution of these semantic 
relationships when doing query expansion.  

Document re-ordering is very important for 
improving the precision. In future, we will study 
what kinds of terms are more significant for the 
precision, and how to re-order the documents 
based on these terms.   
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