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Abstract

This paper describes experiments to find attitudinal ex-
pressions in written English text. The experiments are
based on an analysis of text with respect to not only
the vocabulary of content terms present in it (which
most other approaches use as a basis for analysis)
but also on structural features of the text as repre-
sented by presence of function words (in other ap-
proaches often removed by stop lists) and by pres-
ence of constructional features (typically disregarded
by most other analyses). In our analysis, following
a constructional grammatical framework, structural
features are treated similarly to vocabulary features.

Our results give us reason to conclude – provision-
ally, until more empirical verification experiments can
be performed – that:

• Linguistic structural information does help in es-
tablishing whether a sentence is opinionated or
not; whereas

• Linguistic information of this specific type does
not help in distinguishing sentences of differing
polarity.

Keywords: NTCIR, Constructional features, linguis-
tic opinion analysis

1 Representing attitude in text

Our approach takes as its starting point the observation
that lexical resources always are noisy, out of date, and
most often suffer simultaneously from being both too
specific and too general. Not only are lexical resources
inherently somewhat unreliable or costly to maintain,
but they do not cover all the possibilites of expression
afforded by human linguistic behaviour: we believe
that attitudinal expression in text is not solely a lexi-
cal issue. We have previously used a resource-thrifty

approach for valence or polarity annotation of news
headlines reported in the Semeval proceedings [5]. In
that experiment we used a minimal set of hand-picked
target terms to identify opinionated expressions, ex-
panding the coverage through a distributional word
space model trained on general newsprint. For our
present experiments reported here no attitudinal lexi-
cal resources were used — only general purpose lin-
guistic analysis was employed to establish the con-
structions used in the further processes.

It has previously been suggested that attitude in text
is carried by dependencies among words, rather than
by keywords or high-frequency words[1]. While in the
cited work the authors hoped to learn such patterns im-
plicitly, we take a different route and explicitly incor-
porate constructions in our representation, by making
use of external general linguistic knowledge resources.

1.1 Data and linguistic processing

We use the NTCIR-6 topics and assessments as train-
ing data. The 5854 assessed sentences, of which 1391
were judged to be opinionated (NEU 651, NEG 535,
POS 204), are used as a target set. All texts are pre-
processed by a linguistic analysis toolkit1, resulting in
a lexical categorisation of each word and a full de-
pendency parse for each sentence. From that analy-
sis, three types of features are extracted to represent
sentences: content words (I), function words (F ) and
construction markers (K).

1.2 Content and function words

All words that are assigned a content part-of-speech
category2 by the lexical analysis are considered mem-

1The Conexor Functional Dependency (FDG) parser for English
[6]

2In this experiment NOUNS, ADJECTIVES, VERBS (including
verbal uses of PARTICIPLES), ADVERBS, ABBREVIATIONS, NU-
MERALS, INTERJECTIONS, and NEGATION are considered content
words.
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bers of the content word (I) class and the base form of
such words are used as I features when occurring in a
sentence.

All other words3 in a sentence are judged function
words and their base forms are used as F features in
the sentence representation.

1.3 Construction markers

Besides word-based feature classes we introduce a fur-
ther class intended to capture aspects of the construc-
tions in employ in the sentence. Some of these con-
structional features (K) concern clause semantics and
sentence or clause structure – such as the transitivity
of the clauses in the sentence, the occurrence of that-
clauses or relative clauses, the occurrence of predicate
constructions, the occurrence of manner, spatial, and
temporal adverbials, etc. Other construction markers
concern morphological features such as tense forms of
verbs present in the sentence or the degree of compar-
ison of occurring adjectives.

As in the case of the word-bases features, these fea-
tures are extracted from the linguistic analysis. Most
of them are based directly from the available informa-
tion about the morphological or dependency status of
a certain word in the sentence, while some other fea-
tures need the aggregation of information from several
words or different analysis levels.

In this experiment all constructional K features are
treated as sentence features, exactly as the lexical I
and F features are treated, i.e., no coupling between
the features and the words carrying them is performed.

1.4 Training target features

The assessments – opinionated or not, and one of the
three categories NEU, NEG, POS – are added as yet an-
other lexical-style feature A, along with the I , F , and
K features outlined above.

I believe we have found the appropriate balance, he says.
I have find appropriate balance say
F i that we the he
K <CLSthat> <CMPRabs> <CLStrans> <Tpres> <Tpast> <Tshift>
A <Opinionated> POS

Figure 1. Example analysis.

2 Computation

Given the above representations, we aggregate them
for each sentence using two different methods which
we contrast in our submission.

3PREPOSITIONS, DETERMINERS, CONJUNCTIONS, PRONOUNS,
...

2.1 First order features

In line with most previous supervised approaches, we
use a first order representation in which a sentence is
represented as a bag of feature counts. The novelty of
our approach lies in that we take constructions into ac-
count in addition to surface features, and that we eval-
uate the effect of using structural terms in contrast to
content terms. Each sentence is represented as a con-
catenation of feature vectors of the different feature
types, and the resulting feature vector is then normal-
ized so that its Euclidian length equals 1.

2.2 Second order features

As an alternative we use an implementation of a dis-
tributionally determined Word Space Model [4] where
we accord each feature a position in a vector space
based on which other features it cooccurs with in the
training sentences. Intially, each feature – as in the first
order representation – is given a representation vector
in the form of a vector with a single 1 in a unique posi-
tion. Each feature is also given an initially empty con-
text vector. This context vector is trained by scanning
through each sentence in turn: for each feature present
adding in the representation vector for each other fea-
ture also present in the sentence. Thus, each feature
will in its context vector carry information about ev-
ery other feature it has cooccurred with.

2.3 Classification algorithms

To classify test sentences based on the features we
have determined we use two different supervised
learning algorithms. For the first order features, we
used a support vector machine (SVM) with a linear
kernel.4 For the word space model we used a sim-
ple centroid based classification, targeting the position
of the given opinion features NEU, NEG, and POS and
selecting sentences with a centroid position at some
given threshold angle to the poles.

For the word space model we used a simple cen-
troid based classification, targeting the position of
the sentence using the centroid of its component fea-
tures in word space and measuring its angle to the
<Opinionated> feature position. This angle, using
a suitable threshold is used to assess whether the sen-
tence is opinionated or not. To assess the polarity we
perform a similar computation, using the opinion fea-
tures NEU, NEG, and POS, again selecting sentences
with a centroid position at some given threshold an-
gle to the poles. From our previous experiments [5]
we expect to find this procedure delivers high recall of
opinionated sentences. Distinguishing between polar-
ity is likely to be less precise task for this approach
than for a purely lexical approach.

4We used the open source LIBLINEAR library [2].
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2.4 Feature selection

In the current experiments, we use all possible com-
binations of the feature types, i.e. I , F , K, IF , IK,
FK, IFK.

In order to improve generalization ability and to
gain some insight into which features are most useful
for attitude identification and polarity classification,
we use a feature set selection technique, SVM-RFE
(Support Vector Machine - Recursive Feature Elimina-
tion) [3]. SVM-RFE exploits the duality between the
feature space and the instance space in linear discrim-
inant models. The feature selection is conducted in a
backward elimination procedure, at each iteration re-
moving the feature with the least influence on the deci-
sion boundary. The advantage of this feature selection
algorithm compared to traditional algorithms based on
e.g. mutual information, is that inter-dependences be-
tween features are taken into account. This is impor-
tant, since it might well be the case that a certain con-
struction or function word is only informative when
combined with lexical information. Due to its greedy
nature SVM-RFE only finds a locally optimal feature
set. Still, it can give valuable information on general
characteristics of the problem at hand.

Since attitude identification and polarity classifi-
cation might benefit from different feature types and
training parameter settings, we perform these steps
separately for all feature type combinations. In learn-
ing the identification step, all available training data
is used with attitudinal sentences assigned the class
ATT and all other sentences assigned the class NOATT.
In learning the classification step, only the attitudinal
sentences are used for training data, with sentences as-
signed one of the classes POS, NEG and NEU.

The results of the feature selection gives us an in-
dication of the utility of the different feature types for
the different steps. As illustrated by figure 2, the iden-
tification step benefits from constructions and function
words in addition to content words, while the classifi-
cation step only benefits from content words. The top
part of figure 2 shows that for identification, it is pos-
sible to replace content words by function words and
constructions, which we hypothesize leads to a clas-
sifier with better generalization ability. The bottom
part of figure 2 shows that for classification, remov-
ing constructions and function words actually gives
an improvement in performance. This indicates that
classification is a much more lexicalized process than
identification.

3 Submissions

In conclusion, after initial experiments on the training
data, we elected to submit two English-language runs
based on the word space model, and one based on the
SVM scheme.

Figure 2. Top: F1-score and relative
weights of the feature types I,F and K in
the identification step. I features are re-
moved in favor of F and K features. Bot-
tom: Micro Averaged F1-score and rela-
tive weights of the feature types I,F and
K in the classification step. F and K fea-
tures are removed in favor of I features.
The order of the lines in each graph from
top to bottom is: I,F1,K,F .

The SVM scheme submission (sics − 1) is based
on the IFK feature set for identification and on the
I set for classification. The SVM cost parameter and
the number of features to use, were selected in order
to optimize F1-score for identification and in order to
optimize accuracy for classification, based on 10-fold
cross validation. The word space model runs are based
on feature sets IFK (sics − 2) and IF (sics − 3) to
investigate the effect of the K features on unseen data.

There are still unresolved issues regarding scaling
which need further investigation, but on the training
data, using 10-fold cross validation, the results from
our training runs on NTCIR-6 data are quite encour-
aging – showing positive effects of using the K fea-
tures for identifying attitudinal sentences as opposed
to non-attitudinal. In distinguishing between the var-
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ious polarity categories, however, K features do not
seem to improve results.

These predictions were borne out in the results.
The SVM scheme submission which gave excellent
results for identification of opinionated sentences, did
not perform better than fair for polarity classification;
the word space scheme submissions gave fair results
on identification, but decidedly underwhelming results
for polarity classification.

This gives us reason to conclude – provisionally,
until more empirical verification experiments can be
performed – that:

• Linguistic information (in the shape of our K fea-
tures) does help in establishing whether a sen-
tence is opinionated or not; whereas

• Linguistic information of this specific type does
not help in distinguishing sentences of differing
polarity.

The K features in play are chosen to potentially sig-
nify opinion but are not specific to negative or positive
expressions. That information is encoded in the terms
currently included in the I feature set. We will need to
refine that set for future experiments.
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