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Abstract
This paper introduces our NEUOM system which 
participates in the opinionated sentence detection task, 
one of evaluation tasks in Multilingual Opinion Analysis 
Task (MOAT) of NTCIR-7. NEUOM system adopts a 
sentiment lexicon-based(SLB) approach to identifying 
opinionated sentences in a Chinese text and English text. 
For English task, a machine learning algorithm, naïve 
Bayesian classification model, is also tried with the use 
of the English training corpora, such as MPQA and 
NTCIR-6 data set. Experimental results show that in the 
English task SLB method achieved better F1 
performance than Naïve Bayesian model. 

Keywords: Opinionated Sentence detection, sentiment 
lexicon, Naïve Bayesian classification model

1. Introduction 

Opinion analysis has received lots of concerns in text 
mining research in recent years. With the advance in 
Internet technologies, BBS or personal blogs are 
becoming a popular medium for expressing various 
public opinions such as product reviews, stock market 
predictions and social issue discussions. An automatic 
approach to opinion analysis is quite desirable since it 
can extract online reviews and thus help make instant 
response for some commercial applications, like product 
review analysis, public opinion survey generation, 
opinion summarization and question answering.  

The Multilingual Opinion Analysis Task(MOAT), 
which consists of 6 subtasks—opinionated sentence 
detection, opinionated unit detection, opinion polarity 
classification, opinion holder detection, opinion target 
detection and topic relevance detection, provides a 
platform to evaluate various opinion analysis techniques. 
We participate in opinionated sentence detection subtask, 
and submit 2 runs for this subtask in English and 1 run 
for Chinese(Simplified). This paper reports our methods 
and their results of each run.

The rest of the paper is structured as follows. Section 
2 presents our approach to identifying opinionated 
sentences in a natural text. Then we present the results 
of our system in two languages in Section 3. At last, we 
address conclusions in Section 4 with discussion of 
future work. 

2. Methods 

In this section, we describe our system briefly. In our 
system two sentiment lexicon based approaches and a 
naïve Bayesian classification model are adopted 
respectively.

2.1 Sentiment Lexicon-based Approach(SLB) 

The motivation behind the sentiment lexicon-based 
approach is that an opinionated sentence can be 
identified if it contains an opinionated word or an 
opinionated fragment. Hatzivassiloglou and Wiebe(2000) 
reported that adjectives are good indicators for 
subjective sentences. In the work of Ellen Riloff et al.
(2003), subjective nouns are viewed as important 
subjectivity features for opinionated sentence detection. 
Actually adjectives, adverbs, verbs and nouns can all be 
used to feature a subjective expression, as discussed in 
the following example. 

1) It's unacceptable for Japan's leader to visit 
Yasukuni Shrine where Class-A war criminals are 
enshrined," Tang was quoted as telling secretaries 
general of three ruling coalition parties in Beijing.  

2) �
In sentence 1), both the adjective “unacceptable” and 

the verb “telling” indicate the subjectivity of the English 
sentence. In sentence 2), the verb “ ” the adverb “

” and the noun “ ” can convey that this Chinese 
sentence is opinionated.  

To implement SLB method, a sentiment dictionary 
should be constructed in advance, which is comprised of 
a large number of sentiment words such as adjective 
“unacceptable”. A well-established sentiment dictionary 
is of great help to identify opinionated sentence.  

2.1.1 Acquisition of Sentiment Lexicons in English 

OpinionFinder 1  is an open source system for opinion 
analysis task, which can automatically analyze 
documents and extract subjective sentences. The system 
source of OpinionFinder provides feature files which 
contain words and fragments called subjective clues. We 
extract the words from the feature files as our sentiment 
lexicons for our lexicon-based method. Altogether 8,203 
words are extracted to build our English sentiment 
dictionary. We use these feature words to fulfill the 
opinionated sentence detection task. 

1 http://www.cs.pitt.edu/mpqa/opinionfinderrelease/

― 314 ―



Proceedings of NTCIR-7 Workshop Meeting, December 16–19, 2008, Tokyo, Japan

Table1. The format of sentiment dictionary 
(English)

word value 
abhorrent 1 
…… … 
amuse 1 
…… … 

The left column of the table above shows sentiment 
words used in our system, and the right column 
corresponds with a weight of each feature word. Our 
system initially sets the weight of each feature word as 1, 
and other non-sentiment words not listed in the table as 
0.

2.1.2 Acquisition of Sentiment Lexicons in 
Chinese(Simplified)

Hownet 2  is an online commonsense knowledge base 
which has been widely used for Chinese language 
processing applications, such as word sense 
disambiguation, information extraction and topic 
analysis. Recently, Hownet provides a version of 
Chinese/English Vocabulary for Sentiment 
Analysis(VSA, Beta version)3 purpose, in which 
sentiment words are categorized into six classes such as 
“Plus Feeling”, “Minus Feeling”, “Plus Sentiment”, 
“Minus Sentiment”, “opinion”, and “degree”.  

We first build our Chinese sentiment dictionary by 
extracting sentiment words from Hownet belonging to 
the above six classes, and removing the single-character 
Chinese lexicons out of Chinese VSA,  since the single 
Chinese characters are unreliable to indicate whether the 
sentence is opinionated. After that, 7,757 words are 
extracted to generate our Chinese sentiment dictionary. 
The format of the Chinese feature words is the same as 
the English one. Here we give an example to explain the 
problem of the single character Chinese word as follows: 

3)
4)
For the same single character word “ ”, in sentence 

3) it can be taken as a subjective feature referring to a 
positive sentiment toward “ ”, while in sentence 4) it 
is just an adjective to describe the color. Therefore, it is 
quite uncertain for such a lexicon to express opinions.  

Table2. The format of sentiment lexicon list 
(Chinese Simplified) 

Word value 
1

…… … 
1

…… … 

2 http://www.keenage.com/

2.1.3 Opinionated Sentence Identification 

Opinion units in each sentence have been marked out in 
the test data provided by NTCIR, and the official 
NTCIR standards tell that the sentence is opinionated if 
it contains more than one opinion unit. As default, our 
system labels the sentences containing more than one 
opinion unit as “Y” indicating the sentence is 
opinionated, and then outputs these sentences with Y 
label into the result set. The procedure of the 
opinionated sentence identification algorithm used in our 
system is summarized as follows. 

Figure1. The procedure of our lexicon-based 
method

In the lexicon-based method, the score of an 
unlabeled sentence is calculated by the following 
formula: 

( ) ( )i jScore S value w��            (1) 

The jw  stands for j-th word in the sentence iS . A word 
of value (i.e. weight) zero means that it is not defined in 
our sentiment dictionary. Otherwise, the weight of each 
word can be retrieved from our sentiment dictionary. 
The score of a sentence can be calculated as sum over 
the scores of all words appearing in the sentence. A 
sentence with a larger score than the predefined 
threshold is taken as opinionated. The predefined 
threshold is set as 1.0 in our experiments. 
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2.2 Naïve Bayesian classification approach(NB) 

The opinionated sentence identification aims to detect 
whether a sentence in the natural text is opinionated or 
not. Therefore, the task can be taken as a problem of 
binary classification.  

In the English task, we take Multi-Perspective 
Question Answering(MPQA)3 corpus and NTCIR-6 
English corpus as our training data. Due to lack of 
training data in Chinese (Simplified), we do not use the 
framework of classification in Chinese.  

In this work, Naïve Bayes(NB) classification model 
is utilized to design the classifier for opinionated 
sentence task, which has been wildly used for text 
classification tasks. The formula used is as follows: 

| |
( )*

1

arg max ( ) ( | ) t

v
n w

j t j
t

C p C p w C
�

� �       (2)

where ( )jp C  is the class priori probabilities, | |V is

the size of vocabulary, tw  is the tht word in the 

vocabulary, ( )tn w is the frequency of a specific word 

tw  in the given sentence, and ( | )t jP w C represents

the associated probability of tw  under the class jC .
In our system, we first do feature selection using the 

Information Gain(IG) method from the training data, and 
extract the words in both the IG feature list and 
sentiment lexicons list as the features in the 
classification. The whole procedure is shown as follows: 

Figure 2. The classification system 

As shown in the figure, a naïve Bayesian text 
classification framework is adopted to solve the problem. 

3. Results and Discussion 

As the NTCIR evaluation principle, evaluation will 
be reported against two gold standards: the strict and 
lenient standards. Precision, Recall, and F-measure will 
be reported over each sub-tasks. 

3.1 The result with Chinese(Simplified) 

We use SLB approach in Chinese(Simplified), 
achieving the following result. 

Table 3. Results of Opinionated Sentence 
Identification with Chinese(simplified) 

 Chinese Precision Recall F1 

SLB Lenient 0.4721 0.7116 0.5676
Strict 0.4358 0.7339 0.5469

As shown in table 3, the precision of our approach is 
relatively low, while the recall is high, which indicates 
that some sentiment words in our dictionary are noise. 
These noise sentiment words would cause negative 
effect on precision performance. It is worth studying 
how to assign a proper sentiment weight to each word in 
our dictionary which indicates the ability of reflecting its 
sentiment polarity. The sentiment weight of each word 
can be calculated from a pre-given training corpus. 
However, constructing such a large-scale sentiment 
corpus is time-consuming.  

In real world applications, many sentiment words 
have multiple polarities such as positive, negative and 
neutral. For example, a sentiment word “ ”(decrease)
shows positive polarity with the collocation of a context 
word “ ”(cost), and negative with a context word 
“ ”(profit). Therefore, the second critical problem of 
a dictionary-based method is how to determine the 
appropriate polarity of a sentiment word in the 
opinionated sentence detection tasks, for a sentiment 
word of negative or positive polarity is a strong indicator 
for an opinionated sentence. Similarly, a sentiment word 
is not an opinion indicator if it shows neural polarity, 
though included in the sentiment dictionary. The 
sentiment word “ ”(decrease) will be neutral if it is 
collocated with the word “ ”(trend). Hereby we 
think such collocations are very helpful for opinionated 
sentence detection, rather than single sentiment words.  
We will study this issue of how to use collocations for 
improve opinionated sentence identification.  

3.2 The result with English 

For English, we test two methods in the task: SLB 
and NB, and the results are shown as below. 

Table 4. Results of Opinionated Sentence 
Identification with English 

 English Precision Recall F1 

LB Lenient 0.352 0.779 0.485
Strict 0.110 0.820 0.195

NB Lenient 0.295 0.899 0.444
Strict 0.088 0.901 0.161

Table 4 depicts the accuracy performances of SLB 
and NB approaches to English opinionated sentence 
detection tasks respectively. Seen from Table 4, NB 
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achieves higher recall values than SLB in both lenient 
and strict standards. However, it surprises us that SLB 
achieves higher F1 values than NB in both standards. 
Since NB is one of machine learning algorithms, its 
performance depends upon the construction of training 
data. Many machine learning algorithms achieve good 
accuracy performance in document classification tasks, 
for example, classifying documents into some 
predefined categories such as Sports or Education.
Roughly speaking, classes Sport and Education are two 
different topics. That is to say, machine learning 
algorithms such as NB are powerful tools to discriminate 
different topic classes. However, in opinionated sentence 
detection task, an opinionated sentence indicates a 
positive or negative polarity, and a non-opinionated 
sentence indicates neutral polarity. In most cases, both 
opinionated and non-opinionated sentences in the same 
document refer to the same topic. We think opinionated 
sentence identification can not be simply viewed as a 
document classification task; rather, it should be a 
semantic-level classification task. In the future work we 
will study to adopt semantic feature with machine 
learning techniques for opinionated sentence 
identification.  

4. Conclusions and Future Work 

This paper presents some details on two techniques used 
in our opinionated sentence detection system 
participating in NTCIR-7, such as SLB method and NB 
classification. For Chinese, we only apply the SLB 
method to fulfill the task due to lack of sufficient 
training data. Both methods achieve good recall 
performance in Chinese and English opinionated 
sentence detection. However, the precision performance 
is not satisfied. In future work, we will focus on the 
construction of a sentiment collocation dictionary and 
semantic-level sentiment classification to improve the 
performance of opinionated sentence identification, 
particularly for precision performance.  
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