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ABSTRACT 
This paper describes the work we conducted for building a 
statistical machine translation (SMT) system for the Chinese-
English sub-task of the NTCIR-9 patent machine translation (MT) 
evaluation [17]. We first applied the various techniques on patent 
data that we had developed for improving SMT performance on 
other types of data. Our results show that most of the techniques 
work on patent document translation as well. Second we made 
changes to our SMT system training in order to address special 
characteristics of patent documents. The changes produced 
additional improvements. 

Categories and Subject Descriptors 
I.2.7 [Artificial Intelligence] Natural Language Processing – 
machine translation. 

General Terms 
Algorithms, Performance, Experimentation 

Keywords 
TeamName: [BBN] 

Subtasks/Languagues: [Chinese-to-English patent MT] 

External Resources Used: [Giza++, LDC96L15, BBN’s CLIR 
tool, ADSO dictionary] 

1. INTRODUCTION 
In this paper we describe the efforts we took to build MT systems 
for the Chinese-English sub-task of the NTCIR-9 patent MT 
evaluation. We have been building SMT systems based on the 
string-to-dependency translation model [11], which employs 
hierarchical rules to translate strings in the source language to 
dependency trees in the target language. The details about this 
model and its implementation can be found in [11]. Recently we 
improved our SMT models with two techniques: use of a large 
number (50,000) of features, similar to the method reported in 
[18, 2], and discriminative training of feature weights to maximize 
the expected BLEU [9]. Since the expected BLEU criterion is 
continuous and differentiable, gradient descent may be performed, 
thus supporting weight tuning for a large number of features. The 
use of 50,000 features yielded gains similar to those reported in 
[2]. We use GIZA++ [6] for training word alignment models. 
Since all the above MT model training methods have been 

published before, we do not elaborate them but focus on the 
changes we made for building patent MT systems in this paper.  

All the systems we built for different language and genres with the 
above method yielded superior performance in the GALE MT 
evaluations1. So, for the NTCIR-9 evaluation we first tried to 
build MT systems with the same method on the patent data 
released by the NTCIR-9. 

Patent documents are juridical documents, which are typically 
more structured than general documents, and they have their own 
special characteristics. People tried to utilize these special 
characteristics in various applications, such as categorization of 
patent documents in [3, 5], and machine translation of patent 
documents in [4, 7, 10]. Some of the patent document 
characteristics make MT easier, for example, the presence of well-
structured sentences and less ambiguity of word meanings. On the 
other hand, some characteristics become challenges for MT, for 
example, long and complicated sentence structures, technical 
terminology and new terms that are originally defined by patent 
applicants. Due to these challenges people have explored various 
strategies for improving patent MT quality, such as combining 
SMT with rule-based MT in [4, 14, 15], with promising results.  
Therefore, the second thing we did was to make changes and 
implement new techniques for our SMT systems to handle special 
characteristics of patent data better. 

The paper is organized as follows: Section 2 presents preparation 
work we did for building the patent MT systems; Section 3 
descries the training of the SMT systems and reports incremental 
gains from a few methods we implemented specially for patent 
MT; and Section 4 shows the NTCIR-9 evaluation results of our 
systems. 

2. Preparation 
We have built various Chinese-English SMT systems before this 
NTCIR-9 evaluation. One of them is a “newswire” MT system for 
translating Chinese newswire text. We used this system to help set 
up a development set and a test set for building our patent SMT 
systems.  

2.1 The Chinese-English newswire MT system 
This “newswire” MT system was trained on a parallel training 
corpus that includes 227 million (227M) words, the majority of 
which is newswire text. The collections in this corpus had been 
                                                                 
1 http://www.itl.nist.gov/iad/mig/tests/gale/index.html 
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released by the Linguistic Data Consortium (LDC) for the 
DARPA GALE project.  Our MT system uses a tri-gram target 
language model (LM) to generate n-best hypotheses and then 
ranks the n-best with a 5-gram LM. We build n-gram LMs with 
the modified Kneser-Ney smoothing [1].  For the “newswire” MT 
system we trained the target (English) LMs on an English corpus 
that consists of more than 6 billion (6B) words of news text, out 
of which 227M words come from the English side of the Chinese-
English parallel corpus, 2.2 billion words from the 4th edition of 
the LDC English Gigaword monolingual data release, 2.5 billion 
words from Google news and 1.6 billion words from news text 
that we downloaded from various websites, such as BBC, Xinhua 
News, and The Arab News. We denote this LM as “6B-nw-LM”. 
This “newswire” MT system produced a BLEU [8] score of 26.22 
on the GALE Phase 4 Chinese newswire evaluation test set that 
includes 490 sentences – with one reference translation per 
sentence. 

2.2 Patent training and test data 
For building the patent MT system, we used the data released by 
the NTCIR-9 evaluation organizers for the Chinese-English sub-
task of the NTCIR-9 patent MT evaluation [17]. The released data 
includes a parallel training corpus that consists of one million 
(1M) Chinese-English sentence pairs and a development data set 
that consists of two thousand (2K) bilingual sentence pairs. 

The total number of English words in the 1M parallel sentence 
pairs was close to 45 million (45M). The 2K sentence pairs in the 
development set were extracted from 103 patents. The full 
contents of the 103 patents, including titles, abstracts and full 
descriptions, were also provided in both Chinese and English 
languages. As the evaluation organizers stated, people could use 
the full contents – referred to as “context data” – for building MT 
systems.  We explored using this context data for adapting target 
LMs.   We split this development set into two subsets, one for 
tuning the MT system and one for measuring the performance. To 
make the two subsets similar in terms of translation difficulty, we 
first translated these 2K sentences with the “newswire” MT 
system, and then split the 103 patent documents into two subsets, 
roughly half-and-half, based on their translation error rate (TER) 
[13], resulting in two subsets of approximately equal TER scores.  
With this splitting, we ended up with 1039 sentences from 54 
patents in the tuning set – denoted as “Tune” in this paper – and 
961 sentences from 49 patents in the test set – denoted as “Test”.  
The mixed-case BLEU scores measured on the whole 2K 
development set, the Tune, and the Test sets are listed in Table 1. 
The scores on the Tune and Test are close.  

 

Table 1.  BLEU scores measured on the 2K development set, 
the Tune, and the Test sets using the “newswire” MT system 

Data set 2K-dev  Tune Test 

BLUE  15.38 15.87 14.77 

     

Recall that the “newswire” system produced a BLEU score of 
26.22 on the newswire evaluation test set. However, on the 2K 
patent sentences it performed significantly worse – a BLEU score 
of 15.38.  We re-tuned the decoding parameters for the 
“newswire” MT system with the new Tune set and the re-tuning 
only improved the BLEU on the Test set slightly –from 14.77 to 

15.64. This implies that this big performance degradation mainly 
resulted from mismatches between the training and test data. 

Besides the parallel training corpus and the development data set, 
the NTCIR-9 committee also released a monolingual English 
patent corpus for the purpose of training English LMs. This 
corpus includes US patent documents published in the period 
1993-2005, totaling 14 billion (14B) words. We used this corpus 
for training our English LMs. 

Since we focused on the mixed-case performance in our work, we 
will report only the mixed-case BLEU scores measured on the 
Test set for all experiments shown below, unless specified 
otherwise. 

3. Building patent MT systems 

3.1 Training the MT system 
We first re-trained the MT model with the 45M word patent 
parallel corpus. Before training the word alignment models, we 
segmented words in the Chinese sentences with a 52K lexicon by 
using a left-to-right and longest-match-first algorithm, which 
generated 41 million (41M) Chinese words in the 1M sentences. 

We trained two sets of English LMs. One was trained with only 
the 45M English words from the 1M parallel corpus and the other 
one with the 45M words plus the 14B monolingual English 
corpus. We denote the former one as “45M-pt” LM and the latter 
one as “14B-pt” LM. 

We looked into effects of the three different LMs, “6B-nw”, 
“45M-pt” and “14B-pt”, on the MT performance.   Mixed-case 
BLEU scores of the re-trained MT model with the three LMs are 
listed in Table 2. 

Table 2.  Effect (BLEU scores) of the three LMs when used 
with the patent SMT system 

MT 
model 

227M 
newswire 

45M 
patent 

45M 
patent 

45M 
patent 

LM 6B-nw 6B-nw 45M-pt 14B-pt 

Test 14.77 30.71 34.01 36.16 

 

As can be seen, the use of the 14B monolingual patent data in the 
LM training helped improve the performance by about 2 BLEU 
points (from 34.01 to 36.16). 

In the above set of experiments we used only the regular features 
(not including the 50K features). The main reason was to save 
time for exploring the best strategies to build the patent MT 
system. For the same reason we also used the smaller LM – 
“45M-pt” – in many of our following investigation experiments. 
Unless specified otherwise, experiments reported later in this 
paper used the “45M-pt” LM and the regular features.  Hence, the 
system trained with the 45M parallel patent data (the 4th column 
in Table 2) serves as a baseline for our later efforts to improve the 
patent MT performance. 

3.2 Addressing special characteristics of 
patent data 
We first saw that, compared to the Chinese newswire text data, the 
Chinese patent text includes significantly more special strings that 
are not written in Chinese characters, such as English words, 
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patent numbers, mathematical expressions and abbreviation names 
for materials. This is one characteristic of the patent data.  Since 
all the special strings are written in ASCII characters, we call 
them ASCII strings.  We found many of the ASCII strings 
occurring in the 45M word patent parallel corpus were not aligned 
properly during the word alignment training. The main reason was 
inconsistent tokenization of the ASCII strings on the source and 
target sides. For example, the ASCII string “IS-1000” was 
tokenized as itself when occurring in the Chinese sentences but 
tokenized as “IS – 1000” when occurring in the English 
sentences.  To remove such inconsistency we tokenized the ASCII 
strings in the Chinese sentences in the same way as we tokenized 
the English sentences. The system trained with this consistent 
tokenization of ASCII strings is denoted as “+ consistent 
tokenization” in Table 3, where we use the sign “+” to indicate 
changes applied on top of the system shown in the preceding row.  
Compared to the “baseline”, the consistent tokenization of the 
ASCII strings improved the performance by about half a BLEU 
point. 

The second thing we did was to increase sharing of translation 
rules and LM n-gram scores among certain types of special 
tokens. When training Chinese-English MT systems, we let 
“infrequent” numbers – all numbers except numbers in the range 
1-31 – share translation rules and LM n-gram scores.  The sharing 
mechanism is as follows: 

1. Train word alignment models after replacing 
“infrequent” numbers on both sides of the parallel 
corpus with a special “number token” 

2. Train LMs after applying the same number replacement 
on the LM training corpus 

3. Before translating test sentences, conduct the same 
number replacement on test sentences and save 
replacement information that includes the original 
numbers and their places in the sentences 

4. After translating the test sentences, replace the special 
number tokens occurring in the MT hypotheses with 
their corresponding original numbers based on the 
number replacement information and source-to-target 
word alignment information that the MT decoder 
outputs during the translation 

This sharing mechanism improves our MT performance.  Because 
there are more special tokens in the patent data, such as patent 
identification numbers and mathematical expressions, we applied 
the translation rule and n-gram sharing mechanism on 4 more 
special tokens: 

1. patent identification numbers – all 7-digit whole 
numbers, such as  5,716,812 and 5869649 

2. name abbreviations – ASCII strings occurring in the 
Chinese sentences that consist of only English 
characters and digits, such as “PMMA” and “CO2” 

3. numbers with labels – numbers followed with the 
commonly-used unit labels, such as “1.03ml” and 
“20.8g” 

4. math expressions – items that consists of any of the 
math signs,  such as “x=0.25” and “a+b” 

We applied this special token rule and n-gram score sharing on 
top of the “+ consistent tokenization” system, this new system is 
denoted as “+ more sharing” in Table 3. As can be seen, the rule 
and LM n-gram sharing on the 4 special tokens produced a 0.4 
gain on the BLEU. 

Table 3.  Improvements (on BLEU) from addressing patent 
data related issues 

System Test 

Baseline 34.01 

+ consistent tokenization 34.56 

+ more sharing 34.97 

+ patent case-LM 36.47 

+ optimized word segmentor 36.95 

 

3.3 Re-training the casing LM 
We case our MT outputs with a tri-gram LM that is trained with 
mix-cased English text. The casing algorithm searches among all 
the possible casing combination of the words in a sentence for the 
path that has the highest likelihood against the tri-gram casing 
LM. Our initial casing LM was trained on the mixed-case version 
of the newswire 6B LM training corpus. As shown before, the 
newswire data differs significantly from the patent data in terms of 
the data characteristics. Therefore, we re-trained the casing LM 
with the mixed-case English sentences from the 45M patent 
parallel corpus. This new casing LM improved the mixed-case 
BLEU score by 1.5 points, as shown in the row “+ patent case-
LM” in Table 3. 
We then trained another casing LM with the 14B US patent 
corpus (mixed-case version) added to the 45M words from the 
patent parallel corpus.  Our results showed that the casing LM 
trained with the augmented data degraded the mixed-case BLEU 
score slightly. So we used the casing LM trained with the 45M 
words in all our following experiments. 

3.4 Optimizing the Chinese word segmentor 
In the experiments we have reported so far, we segmented the 
Chinese words with a 52K Chinese word lexicon by using a 
simple left-to-right and longest-match-first algorithm. The 52K 
lexicon is an optimized subset of a big Chinese word lexicon that 
includes 121K entries2. Our lexicon optimization procedure starts 
with a big lexicon and gradually removes words from the lexicon 
that are not aligned well – by measuring if the removal improves 
the MT performance. The procedure is as follows:  

1. Segment Chinese words in the parallel corpus with an 
initial big word lexicon 

2. Train word alignments and measure the MT 
performance on a test set 

3. Remove from the lexicon any words that are aligned 
less than “Threshold” times 

                                                                 
2 It consists of the words from the Chinese word lexicon released 

by LDC (LDC96L15) and words we acquired from a few 
websites 

― 581 ―

Proceedings of NTCIR-9 Workshop Meeting, December 6-9, 2011, Tokyo, Japan



4. Segment Chinese words in the parallel corpus with the 
reduced lexicon 

5. Train a new word alignment model 

6. Measure MT performance with the new word alignment 
model 

7. If the performance gets improved, go to Step 3 with an 
increased value for the “Threshold”. Otherwise, stop. 

On the 227M Chinese-English parallel corpus we started with the 
121K word lexicon and ran a few iterations of the optimization by 
increasing the “Threshold” value gradually – from 5 to 10 to 20 
and to 30. We obtained the best MT performance when the 
“Threshold” was set to 20 and the lexicon size was reduced to 
52K. 

We ran the same lexicon optimization on the 45M patent parallel 
corpus, but starting with a 62K lexicon that includes the 52K 
lexicon and 10K new words we extracted from the ADSO word 
translation lexicon3.  By increasing the threshold from 2 to 3 to 4 
– much smaller values due to the significantly less amount of 
training data – we got the best MT performance when the lexicon 
was reduced to 32K (at the threshold = 3).  The BLEU score on 
the Test set with the initial 62K lexicon was 36.07% and was 
increased to 36.95% with the optimized 32K lexicon. The 
performance of the system that used this optimized 32K lexicon to 
segment the Chinese words is shown in the row “+ optimized 
word segmentor” of Table 3. As can be seen, this lexicon 
optimization improved the MT performance by 0.5 BLEU points, 
compared to the system that used the 52K lexicon. 

3.5 Using more features 
We then added more features to the system. As mentioned before, 
the total number of new features we extracted was about 50,000 
(50K). These features came from 8 feature categories [18]:  

1. Does the rule contain the target phrase X? 

2. Does the rule translate word X to word Y? 

3. Does the rule translate POS X to POS Y? 

4. Was this rule seen exactly once in the training? 

5. Do the two non-terminals in source switch position in 
the target? 

6. Does the source word X align to exactly two target 
words? 

7. How often was the lexical source-target pair (X, Y) seen 
in the training corpus Z? 

8. Is the target non-terminal X filled by the target non-
terminal Y? 

                                                                 
3 The latest release (v5.077) of the ADSO dictionary consists of 

185K entries, which is free to the public 
(http://www.adsotrans.com/downloads).  The dictionary 
includes many phrasal translations. We extracted entries that 
have only a single word on the English side and treated the 
tokens on the Chinese side as Chinese words, and then we 
selected 10K words that are not in the 121K Chinese lexicon. 

Over-fitting is a well-known problem for tuning weights for a 
large number of features. We discriminatively trained feature 
weights to maximize the expected BLEU by using the same 
technique as reported in [9]. The expected BLEU was computed 
with the same formula as the BLEU computation in [8], but the n-
gram counts and matches are expected versions that are derived 
from n-best hypotheses. 

Table 4. System performance (BLEU scores) with different 
numbers of new features added 

System Tune Test 

optimized word segmentor 38.66 36.95 

add 50K  features 44.57 37.38 

add top-100 best features 42.82 37.71 

  

After adding the 50K features, we noticed that the gap between 
the BLEU scores on the Tune and Test sets got significantly large. 
As shown in the row “add 50K features” in Table 4, the gap 
between the Tune and Test sets was 7 BLEU points, which is 
much larger than that we observed when we were conducting the 
same tuning for the system trained on the 227M parallel corpus.  
So the over-fitting problem got worse in the tuning here because 
of the small size of the tuning set. To alleviate the over-fitting we 
tried to reduce the number of the new features. Based on the tuned 
weights for the 50K features, we selected the top-100 ones that 
had the highest weights and then added only these 100 features to 
the system.  This experiment is shown in the row “add top-100 
best features” of Table 4.  As shown, the use of the top-100 best 
features alleviated the over-fitting and the performance on the 
Test set improved. Compared to the baseline – the “optimized 
word segmentor” system, the use of the 100 extra features helped 
produce 0.8 BLEU gain. 

3.6 LM adaptation 
For MT we adopted an LM adaptation approach, similar to [12], 
that interpolates a general LM with an LM estimated from text 
data closely related to the test document that is being translated. 
We acquire the related text data through the cross-lingual 
information retrieval (CLIR) technique. This LM adaptation has 
helped improve performance for most of our MT systems. We use 
the term “bias LM” to refer to the LM estimated from the CLIR-
retrieved text.  While translating a test document, we compute log 
LM scores according to,  

)*log(

)log(

biasLMgeneralLM

LM

scorescore

score

α+=
 

                 (Eqn.1) 

where “generalLM” denotes the general LM and “biasLM” the 
bias LM.  “�” is an interpolation weight that is document-
dependent and automatically estimated.  For a test document – d, 
the adaptation procedure is as follows:   

1. treat the document as a query and run a CLIR tool to 
extract N related passages from a large monolingual  
text corpus in the target language 

2. compute the mean, )(dμ  , and standard deviation, 

)(dσ , of the CLIR scores of all the N passages 
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3. select passages whose CLIR scores are higher than  
)(*)( dTd σμ +  

4. train a bias LM with the selected passages 

5. estimate the interpolation weight,  )(dα  

6. compute log LM scores according to (Eqn. 1) 

The CLIR tool we used in Step 1 is the one presented in [16], 
where details of the CLIR score computation can be found.  In 
Step 3, “T” is a threshold that controls the selection. In Step 4, 
when estimating the bias LM, we applied higher weighting on n-
grams counted from more closely related passages. The weighting 
factor for n-gram counts from a selected passage is computed 
according to   

)()(_maxarg

)()(_

_

'

}_{ ' dpscrCLIR

dpscrCLIR
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psgsselectedp
μ

μ

−

−

=

∈

 

where “CLIR_scr(p)” represents the CLIR score of a selected 
passage.  

In Step 5 we estimated the interpolation weight according to 

)'()'(maxarg

)()(
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}__'{ dd

dd
d

sdocstestalld

s

μμ

μμ
α

−

−
=

∈

 

where )(dsμ  represents the means of the CLIR scores of all the 

selected passages. The weight is normalized to be between 0 and 
1. 

We used our own CLIR tool to extract related passages.  We 
found that it was a good choice to set N = 4,000 in Step 1 and set 
the selection threshold “T” to 1.28 in Step 3.  The related 
passages for training the bias LM were extracted from the 14B 
English patent document corpus. In our case here passages are 
equivalent to patent documents in the English patent corpus.  

To have the right baseline system, we re-ran the “add top-100 best 
features” system, shown in Table 4, but switching from the “45M-
pt” LM to the “14B-pt” LM.  This system is denoted as “Add top-
100 best features + 14B-pt LM” in Table 5.  Comparing these two 
systems, we see that the “14B-pt” LM improved the MT 
performance by 1.4 BLEU points (from 37.71 to 39.14).  We then 
conducted the LM adaptation on top of the “Add top-100 best 
features + 14B-pt LM” system. The performance is shown in the 
“+ LM adaptation” row in Table 5.  The LM adaptation improved 
the BLEU score by 0.9 points (from 39.14 to 40.04). 

 

Table 5. . Improvements (in terms of the BLEU score) from 
the LM adaptation 

System Test 

Add top-100 best features + 14B-pt LM 39.14 

+ LM adaptation 40.04 

LM adaptation (patent description) 39.97 

LM adaptation (patent abstract) 40.23 

 

As described earlier, the 2K sentences of the development set 
were extracted from the descriptions of 103 patents, so the patent 
documents in the Test set are only portions of the corresponding 

original patent documents. In the above LM adaptation we used 
the portions of the full patent descriptions as queries for the 
CLIR. Since the NTCIR-9 organizers also provided the full 
contents of the 103 patent documents, we explored uses of the 
abstracts and the full descriptions of the patent documents as 
queries for the CLIR in the LM adaptation. The scores of these 
two experiments are listed in the last two rows in Table 5. As 
shown, the uses of the abstracts and full descriptions in the LM 
adaptation produced similar results. 

3.7 Augmenting the parallel training data 
We tried to extract related documents from the 227M newswire 
parallel corpus to augment the patent parallel training corpus.  
Using documents in the 45M patent parallel training as queries, 
we ran our monolingual information retrieval (IR) tool to extract 
highly related documents from the newswire parallel corpus. We 
selected a 17M word subset of the 227M newswire corpus that is 
highly related to the patent MT corpus. Adding this 17M 
newswire parallel data to the training of the patent MT model hurt 
the performance (the BLEU score degraded from 34.97 to 34.41). 

4. Evaluation results 
For the NTCIR-9 Chinese-English patent MT evaluation we 
submitted two systems. The primary system, named as “BBN-1”, 
was the “+ LM adaptation” system shown in Table 5. The 
secondary system, named as “BBN-2”, was the “add top-100 best 
features” system shown in Table 4. The secondary system was 
trained only with the 1M parallel corpus, which was the “core” 
system the NTCIR-9 asked each participant to submit. The 
differences between the primary and the secondary system were 
the use of the 14B US patent data in the LM training and LM 
adaptation. As shown, the use of the 14B US patent data produced 
a gain of 2.3 BLEU points (37.71 vs. 40.04) on the Test set.  

The NTCIR-9 Chinese-English patent MT evaluation test 
consisted of 2,000 sentences. Our two systems, “BBN-1” and 
“BBN-2”, produced the best performance. Table 6 shows the 
automatic evaluation results (BLEU scores) of our two systems 
and two baseline systems that the NTCIR-9 organizers provided. 
The “Baseline1” system was the Moses phrase-based hierarchical 
SMT system and the “Baseline2” the Moses phrase-based SMT 
system.  As can be seen, our systems produced significantly better 
performance.  The performance difference between our two 
systems is 2.8 BLEU points, which is similar to that was observed 
on the Test set.  

 

Table 6. Automatic evaluation results (BLEU scores) of the 
Chinese-English sub-task of NTCIR-9 patent MT evaluation 

System BBN-1 BBN-2 Baseline1 Baseline2 

BLEU 39.44 36.64 30.72 29.32 

 

Besides the automatic evaluation, the evaluation organizers also 
carried out manual evaluation of the systems – measuring the 
adequacy and acceptability of the translations by annotators.  
Translations were manually measured with 5 levels of adequacy, 
1,  2, 3, 4 and 5, from the worst to the best adequacy and with also 
5 levels of acceptability, AA, A, B, C and F, from the best to the 
worst acceptability [17].  Table 7 shows the adequacy scores of 
our system “BBN-1” and the baseline system “Baseline1” and 
Table 8 the acceptability scores. As shown, our system “BBN-1” 
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also produced significantly better translations in terms of both the 
adequacy and acceptability, compared to the baseline system.  

 

Table 7. Manual evaluation results (Adequacy) of the Chinese-
English sub-task of NTCIR-9 patent MT evaluation 

system Average 
adequacy 

Distribution of the adequacy scores 

5 4 3 2 1 

BBN-1 4.03 119 91 72 17 1 

Baseline1 3.29 48 64 122 59 7 

 

Table 8. Manual evaluation results (acceptability) of the 
Chinese-English sub-task of NTCIR-9 patent MT evaluation 

System AA A B C F 

BBN-1 43 78 67 51 61 

Baseline1 14 29 45 54 158 

 

5. Conclusion 
We have described the work we carried out for building an SMT 
system for the Chinese-English patent MT sub-task of the NTCIR-
9 MT evaluation. First, we made changes to our SMT training 
procedure in order to better handle the special characteristics of 
patent data, and obtained incremental improvements from the 
various changes. Then, the re-training of the casing LM with 
patent text and the use of more features to the MT system 
improved the BLEU scores significantly. Finally, the LM 
adaptation improved the MT performance further – by about 1 
BLEU point. Our work shows that most of the strategies for 
building an SMT system, such as the use of a large number of 
features and the LM adaptation, were easily applicable to the 
patent genre and produced gains. But certain techniques had to be 
customized in order to better handle the special characteristics of 
the patent genre.  
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