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1.1 Control architectures for large-scale systems

Modern engineering offers several examples of man-made systems charac-
terized by a large number of states and inputs or deployed over a wide area.
Although there is no rigorous definition of Large-Scale Systems (LSSs), they
are often thought as the result of many subsystems interacting through the
coupling of physical variables or the transmission of information over a com-
munication network. It is therefore common to represent an LSS through
a coupling graph, i.e. a directed graph where nodes are subsystems and
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edges represent coupling relations. In Figure 1.1, we show an example of
LSS decomposed into subsystems: an arrow with label x[i] from subsystem
i to subsystem j indicates that the dynamics of subsystem j depends on
the variable x[i]. In this case we say that subsystems i and j are arranged
in a parent-child relation.

Subsystem 1
Subsystem 2

Subsystem 3

Subsystem 4 Subsystem 5

x[2]

x[1]

x[1]
x[3]

x[2]

x[3]

x[5]

y[1]
y[2]

y[3]

y[4]
y[5]

u[1]
u[2]

u[3]

u[5]

u[4]

x[1]
x[2]

x[3]

x[4]

x[5]

Figure 1.1: LSS decomposed into subsystems. States, inputs and outputs
of each subsystem are x[i], u[i] and y[i], respectively. For simplicity, subsys-
tems have no inputs, outputs or states in common. Furthermore, coupling
arises through state variables only. Coupling relations are represented by
continuous arrows connecting subsystems.

This kind of decomposition arises naturally in, e.g., models for build-
ing temperature regulation [MBH+12], [OPJ+12], models for traffic con-
trol [Dag97], [PK02], [BDD06], models of power network systems [Saa02],
microgrids [EDI12], [BK13], [BZ13], and cyber-physical systems [SP11],
[Kon13]. The decomposition of an LSS into subsystems is dictated by sev-
eral criteria such as the physical locations of system components and the
need of obtaining a coupling graph that is sparse and where existing cou-
plings are “small”. These issues have been thoroughly studied in the past,
leading to algorithms and guidelines for obtaining graph representations of
LSSs [GM86], [Lun92], [Zv94], [GR06]. Complexity of LSS models poses
several challenges as the application of simulation, analysis and control de-
sign algorithms conceived for small and medium-scale systems can become
prohibitive [BL88], [Lun92].
In the following, we highlight issues arising in centralized control and illus-
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trate alternative control architectures.

1.1.1 Centralized control

In centralized control schemes, all control variables are computed by a
single regulator. Therefore all subsystems transmit their outputs to the
central controller that computes control inputs which are sent to actuators
collocated with subsystems. The flow of information and the resulting star-
like topology of the communication network are represented in Figure 1.2.

Subsystem 1
Subsystem 2

Subsystem 3

Subsystem 4 Subsystem 5

x[2]

x[1]

x[1]
x[3]

x[2]

x[3]

x[5]

y[1]

y[2]

y[3]

y[4]

y[5]

u[1] u[2] u[3]

u[5]

u[4]

x[1]
x[2]

x[3]

x[4]

x[5]
Centralized
Controller

Figure 1.2: Centralized control scheme. The meaning of variables and
continuos arrows is the same as in Figure 1.1. Dashed arrows indicate
that the outputs of each subsystem are sent to a centralized controller that
computes and transmits inputs to each subsystem.

A centralized control scheme for an LSS can suffer from the following prob-
lems.

• Computational burden. A centralized regulator needs a considerable
amount of computing power and memory in order to compute control
inputs within a sampling interval. Moreover, these issues are more
and more relevant as the sampling rate increases.

• Communication network. Centralized control requires a star-like topol-
ogy of the communication network that could impact on the cost of
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the control system and could also introduce delays in the transmis-
sions when subsystems are distributed over a wide geographical area.

• Reliability. A failure in a single subsystem or in a link could compro-
mise the proper functioning of the overall controlled LSS.

However, centralized control has been by far the most studied architecture
in the past and several design methods exist for guaranteeing stability and
performance for the closed-loop system, see e.g. [AM89], [SP96], [Kha02].

Alternatives to centralized control are offered by decentralized and dis-
tributed control schemes.

1.1.2 Decentralized control

In decentralized control each subsystem is equipped with a local controller
that receives the outputs from the corresponding subsystem and computes
the control inputs (see Figure 1.3).

Subsystem 1
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Subsystem 4
Subsystem 5

x[2]
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x[1]
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y[4]

y[5]

Controller
1 Controller
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Controller
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Controller
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Controller
5

u[1]
u[2]

u[3]

u[5]

u[4]

x[1]
x[2]

x[3]

x[4]

x[5]

Figure 1.3: Decentralized control scheme. The meaning of variables and
continuous arrows is the same as in Figure 1.1. Dashed arrows indicate that
the outputs of each subsystem are sent to a local controller that computes
and transmits inputs to corresponding subsystem.
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As a result of decentralization, we have the following advantages with re-
spect to centralized control.

• Communication network. Each subsystem is equipped with a local
controller that can use local outputs only for computing the control
inputs of the corresponding subsystem. In this case, the flow of infor-
mation is reduced to a peer-to-peer communication between the local
subsystem and its controller.

• Computational burden. Since each subsystem is equipped with a local
controller, the control inputs for each subsystem can be computed in
parallel, using local hardware. Therefore computational resources for
a single controller are usually much lower than resources needed for
implementing a centralized controller.

However, the critical issue of decentralized control is how to guarantee sta-
bility and suitable level of performance for the closed-loop LSS. As an
example, assume that the LSS is linear, stabilizable and detectable. It
is well known that these assumption guarantee the existence of a stabi-
lizing centralized output-feedback controller. However, in a decentralized
architecture, local controllers providing closed-loop stability might not ex-
ist. This issue has motivated a large stream of research on the problem
of designing local controllers for achieving closed-loop stability and desired
performance levels, especially when system variables are not affected by
constraints, [Gv73], [SVAS78], [BL88], [Lun92], [ZIF01], [Zv10].

1.1.3 Distributed control

A compromise between centralized and decentralized control is offered by
distributed architectures (see Figure 1.4).
In distributed control, as in decentralized control, each subsystem is equipped
with a local controller, but controllers can transmit and receive quantities
from other subsystems and controllers. Therefore, if these pieces of in-
formation are properly used, the goal of stabilizing the closed-loop LSS
and guaranteeing prescribed level of performance can be easier to achieve
[Lun92], [LA06], [Zv10].

1.1.4 Decentralized design of local controllers

In previous sections, we discussed different control schemes and we high-
lighted that issues brought about by centralized control architectures can
be overcome by decentralized and distributed control. Classification of
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Subsystem 1
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Figure 1.4: Distributed control scheme. The meaning of variables, contin-
uous and dashed arrows is the same as in Figure 1.3. Dot-dashed arrows
represent how quantities x̂[i], i ∈ 1 : 5 are exchanged between subsystems.

control schemes into centralized, decentralized and distributed is based on
features of online operations. From the applicative point of view, it is also
important to study how difficult is the offline design of the whole controller.
In this respect, synthesis algorithms can be classified into centralized and
decentralized [BL88], [Lun92].
Centralized design means that the synthesis of a local controller is based on
the knowledge of a model for the whole system. An example is provided by
the procedure in [WD73] for the design of a stabilizing decentralized con-
troller for linear systems. Centralized methods are not scalable, meaning
that the complexity for designing a local controller increases with the size
of the overall system. Furthermore, a global model of an LSS might not
even be available, as in the case of nation-wide power networks.
A design procedure is decentralized if the whole model of the system is
never used in any step of the synthesis process [BL88] and [Lun92]. This
definition is subtle because it does not exclude that pieces of information
from all subsystems are required for designing a local controller. Examples
are decentralized control schemes that rely on vector Lyapunov functions
for assessing the stability of the closed-loop system and require to analyze
the stability of a M -th order system where M is the number of subsystems.
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In this case the complexity of designing a controller for a given subsystem
scales with M (see [Bai66], [Gv73], [Lun92] and recent results in [RKF10],
[RKF11]).
The concept of decentralized design can be strengthened by asking the
design of a local controller requires information from the corresponding
subsystem only. In this case we achieve complete decentralization [Lun92].
However, these design methods can guarantee stability only if the LSS has
very special properties, e.g. the coupling graph is a directed tree (see Sec-
tion 6 of [BL88]).
In conclusion, decentralized design mitigates scalability problems of cen-
tralized synthesis but, in general, does not eliminate them completely. In
the next section we discuss a particular case of decentralized design that is
scalable but less restrictive than complete decentralization.

1.1.5 Plug-and-play design of local controllers

We consider decentralized synthesis with the additional constraint that the
design of a local controller can use information at most from parents of the
corresponding subsystem.
This approach has several advantages. First, the communication flow at the
design stage has the same topology of the coupling graph, that is usually
sparse. Second, after each parent subsystem has sent required quantities to
its children, the design of local controllers can be done in parallel. Indeed,
computations required for the design of a local controller can be performed
using local computational resources only. Third, the complexity of synthe-
sizing a local controller for a subsystem scales only with the number of its
parents rather than the total number of subsystems. Fourth, if a subsystem
joins an existing network (plug-in operation) at most subsystems that are
influenced by it can retune their controllers. In other words, besides the
synthesis of a local controller for the new subsystem, changes in the exist-
ing control scheme can embrace controllers of child subsystems only (see
Figure 1.5). In a similar way, if a subsystem leaves the network (unplugging
operation) at most its children can retune their controllers.
We refer to this kind of decentralized synthesis as Plug-and-Play (PnP)
design if, in addition, when a subsystem joins/leaves an existing network of
subsystems there is a procedure for automatically assessing if the operation
does not spoil stability and constraint satisfaction for the overall LSS. A
different definition of PnP design is given in [Sto09, BTS13].
PnP design procedures are very attractive for LSS where the number of
subsystems can vary over time. As an example, in power network systems
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Figure 1.5: Parent-based decentralized control scheme. When subsystem 6
is added to the network, besides the design of controller 6, at most controller
1 can be retuned. Similarly, if subsystem 6 leaves the network, at most the
retuning of controller 1 is allowed.

and microgrids, PnP synthesis provides a scalable procedure for the addi-
tion and removal of new generation units. Furthermore, PnP controllers
can considerably facilitate the revamping of control systems. For instance,
the replacement of an old actuator with a newer one corresponds to an
unplugging operation followed by the plug-in of a new subsystem. In this
case, PnP design allows one to automatically assess feasibility of the whole
process.
We highlight that, in this thesis, plugging in and unplugging are considered
as offline operations, i.e. they do not lead to switching between different
dynamics in real time.
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1.2 Decentralized and distributed schemes for con-
strained systems: model predictive control
and state estimation

Nowadays, Model Predictive Control (MPC) is de facto the standard to the
control of constrained systems. One of the reasons for the success of MPC
algorithms consists in the intuitive way of addressing the control problem:
using a model of the system, MPC predicts its behavior in the future and
computes the control inputs accordingly. This allows one to achieve dif-
ferent aims, such as tracking of set-points, regulation to an equilibrium
or disturbance rejection, while guaranteeing the fulfillment of constraints
on states variables and control inputs. The main ingredients of a state-
feedback MPC scheme for discrete-time system are:

• a model of the system;

• a performance index encoding the desired behavior of the system in
the future;

• an optimization algorithm that minimizes over a time horizon the
performance index and computes the control inputs based on the
model of the system and constraints on system variables;

• the receding horizon strategy: at each sampling time the optimization
problem is solved using the current state of the system. Then, the
computed control action for the current time instant is applied while
the rest of the calculated control inputs is discarded.

For extensive details, we refer the interested reader to [BM99], [ML99],
[Raw00], [MRRS00], [Mac02] and [RM09].
MPC schemes have been developed under the assumptions that a model
of the system is available. For large-scale systems, MPC algorithms suffer
from several problems: indeed when the number of states and constraints
becomes large, the optimization problem is characterized by several vari-
ables and constraints and this can prevent from solving the problem in
a sampling interval. Clearly, this issue adds up to the ones described in
Section 1.1.1 for centralized controllers.

There are two main approaches in order to overcome the difficulties of
solving online an MPC optimization problem for LSS:

• use distributed optimization algorithms;
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• design decentralized and distributed controllers.

Distributed optimization is based on the idea of calculating the control
inputs on a distributed computational architecture. We defer the interested
reader to [Wis71], [BT97], [NS08], [GR10], [GDK+13] and the references
therein for MPC approaches based on distributed optimization.

In decentralized MPC (DeMPC) each subsystem is equipped with a local
MPC that receives the state of the corresponding subsystem and computes
the control inputs. We highlight that most of the proposed DeMPC schemes
are based on the assumption of small coupling between subsystems [MS06],
[KBB06], [RMS07], [HLJ10], [ABB11].
A compromise between centralized MPC (CeMPC) and DeMPC is offered
by distributed MPC (DiMPC) where information is transmitted in real
time among regulators. DiMPC schemes have recently attracted the at-
tention of many researchers and can be classified into cooperative and
non-cooperative methods [Sca09], [CSML13]. Cooperative DiMPC schemes
with stability guarantees have been proposed in [RS08] and [SVR+10] for
linear systems and aim at approximating CeMPC controllers. However,
they require all-to-all communication between regulators and each MPC
controller requires knowledge on how subsystem operations impact on the
whole system. Furthermore, existing solutions account for input constraints
only. Other cooperative DiMPC schemes have been proposed for nonlin-
ear systems [SWR11], for decoupled subsystems with coupled constraints
[MRA12], based on dynamic games [SGML08], [Gio11] and for tracking
problems [FLAC13]. As for non-cooperative schemes, each MPC controller
minimizes a performance index local to each subsystem [CJKT02], [Dun07],
[TR10], [FS12]. A recent approach [CJKT02] considers linear discrete-
time systems without constraints and proposes DiMPC schemes guaran-
teeing stability of the origin under a specific controllability assumption.
Remarkably, these methods assume transmission of information from par-
ent to child subsystems only. This communication flow is also assumed
in [Dun07] where a DiMPC regulator for nonlinear continuous-time sys-
tems subject to input constraints has been proposed. A robust DiMPC
scheme for subsystems coupled only through constraints has been recently
studied in [TR10]. To date, the most feature-rich non-cooperative DiMPC
schemes for discrete-time linear systems appeared in [FS12]. Relying on
the existence of a decentralized state-feedback static and stabilizing con-
troller for the unconstrained system, the controllers in [FS12] account for
constraints on state and inputs of individual subsystems as well as coupling
constraints among states of different subsystems. Moreover, communica-
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tion is required only among neighboring subsystems or subsystems involved
in state-coupling constraints. Stability of the closed-loop system can then
be guaranteed under suitable assumptions. Another interesting approach
has been proposed in [LMC09] where a DiMPC scheme based on the avail-
ability of a Lyapunov-based controller has been discussed.

DeMPC and DiMPC schemes, as well as CeMPC schemes, are often based
on state feedback, i.e. they assume that state measurements are always
available. However, in most applications only outputs can be measured
and therefore one need observers or state estimators for reconstructing the
state of the system. As an example, for centralized state estimation, usu-
ally centralized Kalman filters or moving horizon estimation can be adopted
(for more details, we refer the reader to Chapter 4 in [RM09]).
As for controllers, observers can be classified according to the flow of sig-
nals needed for their functioning and the amount of information needed
for their design. If state estimates are computed by a single unit, the ob-
server is centralized while if subsystems are equipped with local observers
estimating local states, the architecture is decentralized (no communication
between observers) or distributed. Local observers can be synthesized using
the model of the whole system (centralized design) or not (decentralized
design). PnP design will then correspond to decentralized or distributed
observers that (i) are synthesized with a decentralized procedure where lo-
cal observers use information from parent subsystems only, (ii) there is an
automatic procedure for designing a local observer and (iii) when a subsys-
tem enters the network there is an automatic test for checking whether the
design of the corresponding local observer would spoil stability and perfor-
mance of the whole estimator.
Decentralized and distributed observers can be further classified according
to the goal of a local observer, that can be can be either to reconstruct
the state of the overall plant [AR06], [CCSZ08], [KT08] and [FFTS10a],
or a subset of it [Mut98], [VD03], [KM08], [SSS09b], [SSS09a], [FFTS10b]
and [FS11a]. In particular, estimators are termed partition-based if a lo-
cal estimator must reconstruct only the state of the corresponding sub-
system and different subsystems have non-overlapping states. Observers
can also differ for the topology of the communication network connect-
ing them, ranging from all-to-all communication [VD03] to transmission
of information only from each subsystem to its children [KM08], [SSS09b],
[SSS09a], [FFTS10b], [FS11a]. Furthermore, local estimators can assume
unconstrained models [Mut98], [VD03], [KM08], [SSS09b], [SSS09a] or cope
with constraints on system variables such as disturbances, states [FFTS10b]
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or estimation errors [FS11a].
Besides centralized estimators, distributed architectures are the most com-
mon. The reason is that estimates of local states can be greatly improved
using estimates of parents states. Note that the adoption of decentralized
or distributed observers is also necessary for avoiding to spoil advantages
brought about by decentralized and distributed controllers. Similarly, scal-
ability of controller design is less useful if a centralized method is adopted
for observer synthesis.

We highlight that neither controllers not state estimators mentioned above
are based on a PnP design. Indeed most of the approaches require to
design controllers and state estimators in a centralized fashion. Only some
approaches, e.g. [FS12], allow for decentralized design, even if the synthesis
of controllers and state estimators requires some collective quantities.

1.3 Conservativity of decentralized and distributed
architectures

In general, it is more challenging to stabilize an LSS with a decentral-
ized/distributed controller than a centralized controller. Indeed, as recalled
in Section 1.1.2, even if an unconstrained LSS is stabilizable and detectable,
it could be not possible to guarantee overall stability of the closed-loop LSS
using decentralized or distributed controllers. More precisely, a decentral-
ized output-feedback dynamical controller always exists only if the LSS
is stabilizable and detectable and there are no unstable decentralized fixed
modes, i.e. uncontrollable and unobservable modes that cannot be modified
using a decentralized controller [WD73]. If the controller has a distributed
structure, similar results can be found in [LA08]. Therefore, compared with
the centralized case, extra assumptions are needed.
Most of the existing decentralized and distributed controllers are based
on the idea of “small coupling” among subsystems, that is also required
by several design methods presented in this thesis. In particular, in non-
cooperative architectures, coupling between subsystems is treated as a dis-
turbance. Furthermore, as discussed in [BL88] and [Lun92], unless the LSS
has some special features, decentralized design can be performed only syn-
thesizing local controllers that are robust with respect to the coupling with
parent subsystems. Clearly, methods based on small coupling suffer from
some degree of conservativity. In general, however, it is difficult to make any
conclusive statement concerning the applicability of small-coupling-based
controllers for the following reasons.
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• Adopted decomposition of the LSS. The degree of coupling depends
on how subsystems are defined. In several application, subsystems
are not identified a priori and there are several algorithms for com-
puting decompositions where subsystems are weakly coupled [Lun92]
and [Zv94]. These methods have been successfully used in many ap-
plications. Since the disturbances that must be counteracted by local
controllers arise from the coupling between subsystems, the use of
these tools can greatly help reduce the conservativity of decentralized
and distributed architectures.

• Specific features of the LSS under control. The degree of conservativ-
ity also depends on specific applications. Mechanical systems, power
networks and thermal processes are often composed by subsystems
that are weakly coupled by design. Moreover, in some cases, one can
design a first control layer that aims at reducing coupling between
subsystems [SP96].

1.4 Thesis overview and contributions

The first part of the thesis focuses on centralized and decentralized design
of distributed controllers and observers for constrained systems.

Chapter 2 In this chapter we consider a Linear Time Invariant (LTI) LSS
and propose an innovative distributed control scheme capable of guaran-
teeing asymptotic stability and satisfaction of constraints on system inputs
and states. Our method hinges on the availability of a decentralized sta-
bilizing regulator for the unconstrained system and provides a two-layer
controller for each subsystem. Upper controllers receive planned state tra-
jectories from parent subsystems and exploit the notion of tubes [LCRM04]
for achieving robustness of stability with respect to coupling. Lower con-
trollers generate planned trajectories using MPC independently of the other
subsystems. The main advantage of our scheme is that a non-trivial region
of attraction of the origin of the closed-loop LSS exists independently of
the coupling strength among subsystems.
Chapter 2 is based on the following papers.

• [RFT12b] S. Riverso and G. Ferrari-Trecate, “Tube-based distributed
control of linear constrained systems,” Automatica, vol. 48, no. 11,
pp. 2860–2865, 2012.
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• [RFT12c] S. Riverso and G. Ferrari-Trecate, “Tube-based dis-
tributed control of linear constrained systems,” Tech. Rep., 2012,
[Online]. Available: http://sisdin.unipv.it/lab/personale/pers_hp/
ferrari/publication_details/RFT12.php.

Chapter 3 In this chapter we propose a Distributed State Estimator
(DSE) based on the notion of practical robust positively invariance [RKF10],
[RKF11]. As in [FS11a], the proposed DSE is composed by local Luenberger
estimators and can guarantee boundedness of the state estimation error.
Moreover we include coupling attenuation terms and allow a decentralized
synthesis of the DSE. In particular, the only centralized operations are
executed on an M -th order system, where M is the number of subsystems
in the network. We also propose procedures in order to reduce as much
as possible the number of centralized operations needed for the addition or
removal of a subsystem.
Chapter 3 is based on the following published and submitted papers.

• [RRFT13a] S. Riverso, D. Rubini, and G. Ferrari-Trecate, “Distributed
bounded-error state estimation based on practical robust positive in-
variance,” in Systems & Control Letters, Submitted, 2013.

• [RRFT13b] S. Riverso, D. Rubini, and G. Ferrari-Trecate, “Distributed
bounded-error state estimation for partitioned systems based on prac-
tical robust positive invariance,” in Proceedings of the 12th European
Control Conference, 2013, pp. 2633–2638.

• [RRFT13c] S. Riverso, D. Rubini, and G. Ferrari-Trecate, “Distributed
bounded-error state estimation for partitioned systems based on prac-
tical robust positive invariance,” Tech. Rep., 2013, [Online]. Avail-
able: arXiv:1311.4306.

The second part of the thesis is devoted to methods for PnP design of
DeMPC and DiMPC regulators and observers.

Chapter 4 In this chapter, we introduce basic mathematical tools that
will be used in the next chapters in order to prove stability of an LSS
equipped with PnPMPC controllers. We show how to design distributed
static and dynamical PnP controllers for unconstrained LTI LSS, guaran-
teeing stability of the closed-loop system.
Chapter 4 is partially based on the following paper.

http://sisdin.unipv.it/lab/personale/pers_hp/ferrari/publication_details/RFT12.php
http://sisdin.unipv.it/lab/personale/pers_hp/ferrari/publication_details/RFT12.php
arXiv:1311.4306
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model predictive control with coupling attenuation,” Optimal Control
Applications and Methods, Submitted, 2013.

Chapter 5 In this chapter, we consider an LTI LSS and propose a de-
centralized control scheme capable of guaranteeing asymptotic stability and
satisfaction of constraints on system inputs and states. Using tube-based
MPC [MSR05] and mathematical tools introduced in Chapter 4, we exploit
robustness to respect parent subsystems and propose a PnP design proce-
dure. We give conditions to guarantee stability and constraint satisfaction
of the closed-loop LSS and show how to automatize the design of local con-
trollers by solving suitable nonlinear optimization problems.
Chapter 5 is based on the following publications.

• [RFFT13b] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Plug-and-
Play Decentralized Model Predictive Control for Linear Systems,”
IEEE Transactions on Automatic Control, vol. 58, no. 10, pp.
2608–2614, 2013.

• [RFFT12a] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Plug-and-
Play Decentralized Model Predictive Control,” in Proceedings of the
51st IEEE Conference on Decision and Control, 2012, pp. 4193–4198.

• [RFFT12b] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Plug-and-
Play Decentralized Model Predictive Control,” Tech. Rep., 2012,
[Online]. Available: arXiv:1302.0226.

Chapter 6 In this chapter, exploiting recent results on robust positive
invariance for LTI systems and using efficient procedures for tube-based
MPC [RM05], we propose a decentralized PnPMPC where the design of
a local controller hinges on the solution of a suitable Linear Programming
(LP) problem. We highlight computational advantages brought about by
our method by considering the control of a large array of masses connected
by springs and dampers.
Chapter 6 is based on the following papers.

• [RFFT13c] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Plug-and-
Play Model Predictive Control based on robust control invariant sets,”
Automatica, Submitted, 2013.

arXiv:1302.0226
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• [RFFT13a] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Design
of plug-and-play model predictive control: an approach based on lin-
ear programming,” in Proceedings of the 52nd IEEE Conference on
Decision and Control, 2013, pp. 6530-6535.

• [RFFT12c] S. Riverso, M. Farina, and G. Ferrari-Trecate, “Plug-and-
Play Model Predictive Control based on robust control invariant sets,”
Tech. Rep., 2012, [Online]. Available: arXiv:1210.6927.

Chapter 7 In this chapter, using procedures similar to those described in
Chapters 5 and 6, we enhance PnP-DeMPC regulators in order to achieve
different aims: we show how to design robust PnP-DeMPC controllers for
LTI LSSs and how to design local controllers for subsystems described by
dynamics with matched nonlinearities. Moreover, we propose a PnP-DiMPC
design procedure that accounts for the online information flow.
Part of Chapter 7 is based on the paper [RFT13] mentioned above.

Chapter 8 In this chapter, differently from Chapter 3, we propose a PnP
design of Local State Estimators (LSEs): using tools similar to those pro-
posed in Chapters 4 and 5, we show how to guarantee nominal asymptotic
stability of the estimator and boundedness on the state-estimation error.
Chapter 8 is based on the following papers.

• [RFSFT13a] S. Riverso, M. Farina, R. Scattolini, and G. Ferrari-
Trecate, “Plug-and-play distributed state estimation for linear sys-
tems,” in Proceedings of the 52nd IEEE Conference on Decision and
Control, 2013, pp. 4889-4894.

• [RFSFT13b] S. Riverso, M. Farina, R. Scattolini, and G. Ferrari-
Trecate, “Plug-and-play distributed state estimation for linear sys-
tems,” Tech. Rep., 2012, [Online]. Available: arXiv:1309.2002.

Chapter 9 In this chapter we present a PnP procedure for designing
output-feedback controllers for LTI LSSs. More in detail, we propose an
algorithm for coupling DSEs with PnP capabilities (as in Chapter 8) with
PnP-DiMPC controllers (as in Chapter 6 and 7). Moreover we show how
to guarantee asymptotic stability of the origin and constraints satisfaction
at all time instants for the closed-loop system.

arXiv:1210.6927
arXiv:1309.2002


1.5. System definition 17

Chapter 10 This chapter is devoted to conclusions and future research
directions: we summarize the results obtained in this thesis and discuss
generalizations of the proposed PnP design methods for achieving different
aims, such as tracking of set-points, and developing PnP fault detection
schemes. Moreover, we discuss applications where PnP schemes can play a
crucial role.

Appendix A In this appendix we provide basic definitions and notations
used in this thesis.

Appendix B In most of the numerical examples in Part I and II of
the thesis, we apply the proposed control and state estimation schemes to
Power Network Systems (PNSs). In Appendix B, we describe PNSs models
that have been also proposed as a benchmark exercise [RFT12a] within
the HYCON2 (Highly-complex and networked control systems) network of
excellence [Hyc10].

Appendix C For easing modeling, analysis and control design of LSSs,
we developed the PnPMPC-toolbox for MatLab [RBFT12]. In this ap-
pendix we highlight the main features of the toolbox. Note that all sim-
ulations in this thesis, as well as modeling of LSSs and PnP design of
controllers and state estimators, have been developed using functions of
the PnPMPC-toolbox.

The research leading to the results of this thesis has received funding from
the European Union Seventh Framework Programme [FP7/2007-2013] un-
der grant agreement n◦ 257462 HYCON2 Network of excellence.

1.5 System definition

In this section, we introduce the class of systems that will be used in the
thesis. We will consider discrete-time LTI LSS given by

x+ = Ax + Bu + Dd (1.1a)

y = Cx + ̺ (1.1b)

where x ∈ Rn, u ∈ Rm, y ∈ Rp, d ∈ Rr and ̺ ∈ Rp are the state,
the input, the output, the model disturbance and the output disturbance,
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respectively, at time t and x+ stands for x at time t + 1. Let M = 1 : M
be the set of subsystem indexes. We assume the state is composed by
M state vectors x[i] ∈ Rni , i ∈ M such that x = (x[1], . . . , x[M ]), and
n =

∑

i∈M ni. Similarly, the input, the output, the model disturbance and
the output disturbance are composed by vectors u[i] ∈ Rmi , y[i] ∈ Rpi ,
d[i] ∈ Rri , ̺[i] ∈ Rpi, i ∈ M such that u = (u[1], . . . , u[M ]), m =

∑

i∈Mmi,
y = (y[1], . . . , y[M ]), p =

∑

i∈M pi, d = (d[1], . . . , d[M ]), r =
∑

i∈M ri and
̺ = (̺[1], . . . , ̺[M ]).
We assume (1.1) can be equivalently described by subsystems Σ[i], i ∈M,
given by

Σ[i] : x+
[i] = Aiix[i] +Biu[i] +

∑

j∈Ni

Aijx[j] +Did[i] (1.2a)

y[i] = Cix[i] + ̺[i] (1.2b)

where Aij ∈ Rni×nj , i, j ∈ M, Bi ∈ Rni×mi , Di ∈ Rni×ri , Ci ∈ Rpi×ni and
Ni is the set of parents of subsystem i defined asNi = {j ∈M : Aij 6= 0, i 6=
j}. Moreover, since y[i] depends on the local state x[i] only, subsystems Σ[i]

are output-decoupled and then C = diag(C1, . . . , CM ). Similarly, subsys-
tems Σ[i] are input- and disturbance- decoupled, i.e. B = diag(B1, . . . , BM )
and D = diag(D1, . . . ,DM ). We also define AD = diag(A11, . . . , AMM ) and
AC = A−AD, i.e. AD collects the state transition matrices of every sub-
system and AC collects coupling terms between subsystems. We highlight
that subsystems are coupled through state variables only. In the literature,
this type of coupling is sometimes referred to as “dynamic coupling”.

Assumption 1.1. The pair (Aii, Bi) is stabilizable, ∀i ∈M.

Assumption 1.2. The pair (Aii, Ci) is detectable, ∀i ∈M.

Equivalently, we can also describe the state dynamics (1.2a) of subsystem
Σ[i] as

Σ[i] : x+
[i] = Aiix[i] +Biu[i] + w[i] +Did[i] (1.3a)

w[i] =
∑

j∈Ni

Aijx[j]. (1.3b)

We equip each subsystem with the following constraints:

• state constraints, x[i] ∈ Xi ⊆ Rni ;

• input constraints, u[i] ∈ Ui ⊆ Rmi ;
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• output constraints, y[i] ∈ Yi ⊆ Rpi;

• model disturbance constraints, d[i] ∈ Di ⊆ Rri ;

• output disturbance constraints, ̺[i] ∈ Oi ⊆ Rpi.

The collective constraints for system (1.1) are given by

• state constraints, x ∈ X =
∏

i∈M Xi;

• input constraints, u ∈ U =
∏

i∈M Ui;

• output constraints, y ∈ Y =
∏

i∈M Yi;

• model disturbance constraints, d ∈ D =
∏

i∈M Di;

• output disturbance constraints, ̺ ∈ O =
∏

i∈M Oi.

Note that constraints coupling variables of different subsystems are absent
and they will be introduced only when needed.

For classic definition of stability and asymptotic stability of (1.1) when
d = 0r, ∀i ∈ M, we defer the reader to Appendix B of [RM09]. Next, we
recall the definition of robust asymptotic stability.

Definition 1.1. A set Z ⊂ X is robustly attractive for system x+ =
f(x,w), w ∈ W, x ∈ X if ∃ A ⊃ Z, A ⊂ X such that, for all admissi-
ble disturbances w(t) ∈W

x(0) ∈ A⇒ lim
t→∞

dist(x(t),Z) = 0.

The set A above is termed region of attraction of Z.
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2.1 Introduction

In this chapter, we propose DiMPC architecture for the linear systems
in Section 1.5, possibly equipped with coupling state constraints. We first
propose a standard procedure for turning a state-feedback stabilizing decen-
tralized controller (that can be computed using the procedures reviewed in
[Lun92] and [Zv10]) into a stabilizing distributed controller. Our method is
based on the notion of tubes proposed in [LCRM04] for developing compu-
tationally affordable, robust MPC schemes and used in [TR10] and [FS12]
for designing DiMPC regulators. Here we extend the approach of [FS12] in
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order to propose local controllers that have a hierarchical structure. The
upper controller UC[i] (see Figure 2.1) for subsystem i exploits transmitted
information from controllers of parent subsystems and it is coupled with a
lower level controller, independent of parent subsystems, that allows input
and state constraints of the whole system to be fulfilled.

Subsystem i
x[i]

x[i]x[j], j ∈ Ni

...

Controller UC[i]

x̂[i], ˆ̂x[i]

ˆ̂x[i]ˆ̂x[j], j ∈ Ni

...

x[i]u[i]

Controller LC[i]

κi(ˆ̂x[i])

ˆ̂x[i]v[i]

Upper
control
layer

(tube-based)

Lower
control
layer

(e.g. MPC)
Figure 2.1: Subsystem i equipped with the upper controller UC[i] and lower
controller LC[i].

While we adopt the same settings of [FS12] the main advantages of our
method are:

1. simpler initialization of the controller;

2. reduced amount of transmitted variables between subsystems in each
sampling interval;

3. existence of a non-trivial region of attraction of the origin indepen-
dently of the coupling strength among subsystems;

4. the possibility of using standard explicit MPC techniques [Bor03] to
compute local MPC regulators.

There are also several differences between our DiMPC scheme and the one
proposed in [TR10]. The most important one is that our method applies
to physically coupled subsystems.
The chapter is structured as follows. The design of upper and lower con-
trollers is introduced in Section 2.2 with a focus on the properties guar-
anteeing asymptotic stability of the origin and constraint satisfaction. In
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Section 2.3 we discuss how to compute all quantities local controllers de-
pend upon. In Section 2.4 the distributed control scheme is applied to an
example system and Section 2.5 is devoted to concluding remarks.

2.2 Distributed control of linear systems based on
a decentralized architecture

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu (2.1)

composed of M subsystems, in accordance with the notation introduced in
Section 1.5. In this chapter we assume that each subsystem is equipped
with state and input constraints. More in detail, we equip subsystems
i ∈ M with the constraints x[i] ∈ Xi, u[i] ∈ Ui where Xi and Ui are PC-
sets, and define the sets X =

∏

i∈M Xi, U =
∏

i∈M Ui. We also allow for
collective state constraints given by Cx = {x ∈ Rn : H(x) ≤ 0} for a
suitable function H(x) : Rn → Rc and assume the origin is in the interior
of Cx. Then, setting X = X ⋂

Cx, we consider the collective constrained
system (2.1) with1

x ∈ X, u ∈ U. (2.2)

2.2.1 The upper control layer

In this section we discuss how it is possible to build a stabilizing dis-
tributed controller for system (2.1) based on the availability of a state-
feedback, non-dynamical, stabilizing and decentralized controller, i.e. a
matrix K = diag(K1, . . . ,KM ), Ki ∈ Rmi×ni , i ∈ M such that A + BK is
Schur. To this purpose we first clarify the exchange of information among
subsystems. At time t each subsystem receives a planned state ˆ̂x[i] ∈ Rni

from its parent subsystems. Then, the controller associated to subsystem
i uses the measured states x[i] and ˆ̂x[j], j ∈ Ni for computing the control
input u[i]. The dynamics of subsystem i can be written as

x+
[i] = Aiix[i] +Biu[i] +

∑

j∈Ni

Aij ˆ̂x[j] + w[i] (2.3)

w[i] =
∑

j∈Ni

Aij(x[j] − ˆ̂x[j]). (2.4)

1With a little abuse of notation we overload the definition of X given in Section 1.5.
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As in [FS12], in the spirit of tube-based control, we treat w[i] as a distur-
bance and define the nominal model

x̂+
[i] = Aiix̂[i] +Biû[i] + ŵ[i] (2.5)

ŵ[i] =
∑

j∈Ni

Aij ˆ̂x[j] (2.6)

where û[i] ∈ Rmi is the input and x̂[i] ∈ Rni is the state. Furthermore, we
assume

u[i] = û[i] +Ki(x[i] − x̂[i]). (2.7)

Note that the planned states ˆ̂x[j] act as coupling terms in (2.5). Then,
differently from [FS12], we exploit once more tube-based control and treat
ŵ[i] in (2.5) as a disturbance hence defining the system

ˆ̂x
+
[i] = Aii ˆ̂x[i] +Biv[i] (2.8)

where v[i] ∈ Rmi is the input and ˆ̂x[i] ∈ Rni is the state.

Moreover, for K̂i ∈ Rmi×ni we set in (2.5)

û[i] = v[i] + K̂i(x̂[i] − ˆ̂x[i]) (2.9)

From (2.5)-(2.9), we obtain the upper controller UC[i]

UC[i] :







x̂+
[i] = (Aii +BiK̂i)x̂[i] +

∑

j∈Ni

Aij ˆ̂x[j] −BiK̂i
ˆ̂x[i] +Biv[i]

ˆ̂x
+
[i] = Aii ˆ̂x[i] +Biv[i]

u[i] = v[i] + K̂i(x̂[i] − ˆ̂x[i]) +Ki(x[i] − x̂[i])

(2.10)

that it is driven by the exogenous input v[i]. Note that the only pieces of
information from parent subsystems used by UC[i] are the planned states
ˆ̂x[j] (see Figure 2.1). This reveals the distributed nature of controllers UC[i].
We also highlight that (2.8) defines the dynamics of the planned states.
Next, we clarify properties of matrices Ki and K̂i, i ∈M, that are required
for the stability of system (2.3)-(2.9). Defining the errors

z[i] = x[i] − x̂[i] (2.11)

ẑ[i] = x̂[i] − ˆ̂x[i] (2.12)
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from (2.3)-(2.9) one obtains

z+
[i] = (Aii +BiKi)z[i] +

∑

j∈Ni

Aijz[j] +
∑

j∈Ni

Aij ẑ[j] (2.13)

ẑ+
[i] = (Aii +BiK̂i)ẑ[i] + ŵ[i]. (2.14)

Using the collective errors z = (z[1], . . . , z[M ]) ∈ Rn and ẑ = (ẑ[1], . . . , ẑ[M ]) ∈
Rn, from (2.6), (2.8), (2.13) and (2.14) one has
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ẑ
ˆ̂x






+

=






A + BK AC 0

0 AD + BK̂ AC

0 0 AD
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ẑ
ˆ̂x




 +






0
0
B




 v. (2.15)

This system has a cascade structure in the sense that v acts only on ˆ̂x, ˆ̂x
acts only on ẑ and ẑ acts only on z. Noting that AD + BK̂ = diag(A11 +
B1K̂1, . . . , AMM +BMK̂M ), the following assumption must be fulfilled for
stability.

Assumption 2.1. The matrices A + BK and Aii + BiK̂i, i ∈ M are
Schur.

It is easy to show that if subsystems are decoupled, i.e. Aij = 0ni×nj
, i 6= j,

under Assumption 2.1, the system given by (2.3) and (2.7) is a follower of
system (2.5) and the system given by (2.5) and (2.9) is a follower of system
(2.8), in the sense that x(t)− x̂(t)→ 0n and x̂(t)− ˆ̂x(t)→ 0n as t→ +∞.
Therefore, the planned states ˆ̂x[i] can be interpreted as references that states
x[i] try to follow.

2.2.2 The lower control layer

In this section we show how controllers UC[i] enable the design of a lower
control layer capable to stabilize system (2.1) while fulfilling state and in-
put constraints.
Our next goal is to design state-feedback non-dynamical lower controllers
v[i] = κi(ˆ̂x[i]) such that the origin of the closed-loop system (2.3)-(2.9) is
asymptotically stable and constraints (2.2) are fulfilled at all time instants.
For constraint satisfaction, as in tube-based control, we will compute tight-

ened constraints ˆ̂
X ⊆ X and V ⊆ U such that,

ˆ̂x[i](k) ∈ ˆ̂
Xi, v[i](k) ∈ Vi, ∀i ∈M, ∀k ∈ 0 : t

⇒ x(k) ∈ X, u(k) ∈ U, ∀k ∈ 0 : t
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Then we will require ˆ̂x[i](0) ∈ ˆ̂
Xi and that lower controllers fulfill the fol-

lowing assumption.

Assumption 2.2. Lower controllers

LC[i] : v[i] = κi(ˆ̂x[i]) (2.16)

guarantee ˆ̂x
+
[i] ∈ ˆ̂

Xi, v[i] ∈ Vi,∀i ∈M.

We start characterizing constraints on x and u induced by arbitrary con-

straints ˆ̂
Xi and Vi on ˆ̂x[i] and v[i], respectively.

Assumption 2.3. Sets
ˆ̂
Xi and Vi, i ∈M, are PC-sets.

From the results in [KG98], under Assumptions 2.1 and 2.3 there exist
nonempty Robust Positively Invariant (RPI) sets Ẑi ⊆ Rni , i ∈ M for

(2.14) and ŵi ∈ Ŵi =
⊕

j∈Ni
Aij

ˆ̂
Xj . Moreover, there is a nonempty RPI

Z ⊆ Rn for

z+ = (A + BK)z + w (2.17)

and w ∈W = ACẐ, Ẑ =
∏

i∈M Ẑi. We also define the following sets

X̄ = X̂⊕ Z, X̂ =
∏

i∈M

X̂i, X̂i =
ˆ̂
Xi ⊕ Ẑi (2.18)

Ū = V⊕ K̂Ẑ⊕KZ, V =
∏

i∈M

Vi (2.19)

and the collective vectors x̂ = (x̂[1], . . . , x̂[M ]). The next theorem establishes
key properties of lower controllers.

Theorem 2.1. Let Assumptions 2.1, 2.2 and 2.3 hold and assume that for
all i ∈ M controllers LC[i] make the origin of (2.8) asymptotically stable

with region of attraction
ˆ̂
X
a

i ⊆ ˆ̂
Xi. Then,

(a) the origin of the closed-loop system (2.3)-(2.9) is asymptotically stable;

(b) if the following conditions simultaneously hold

ˆ̂x[i](0) ∈ ˆ̂
X
a

i , i ∈M (2.20)

x(0)− x̂(0) ∈ Z (2.21)

x̂[i](0)− ˆ̂x[i](0) ∈ Ẑi, i ∈M (2.22)
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then (x(t), x̂(t), ˆ̂x(t))→ 03n as t→∞ and constraints

x(t) ∈ X̄, u(t) ∈ Ū (2.23)

are fulfilled ∀t ≥ 0.

Proof. The proof is given in Appendix 2.6.1.

In view of Theorem 2.1, for guaranteeing (2.2) we still have to solve the

problem of computing sets ˆ̂
Xi and Vi, i ∈M verifying

X̄ ⊆ X, Ū ⊆ U (2.24)

Note that choosing ˆ̂
Xi = {0ni

} and Vi = {0mi
}, i ∈ M one has X̄ = {0n}

and Ū = {0m} and hence (2.24) holds. However, in this case (2.21) and
(2.22) imply x(0) = x̂(0) = ˆ̂x(0) = 0n. It is therefore of interest to study

when (2.24) can be fulfilled using sets ˆ̂
Xi and Vi, i ∈ M that contain the

origin in their non-empty interior. The following result shows that such

sets ˆ̂
Xi and Vi can be always found, irrespectively of the coupling strength

among subsystems. Intuitively, this is possible because planned states,
that are governed by lower controllers, modify the disturbances ŵ[i] and
w[i] defined in (2.4) and (2.6), respectively.

Proposition 2.1. If Assumption 2.1 holds, for given sets X and U contain-

ing the origin in their interior, there are sets
ˆ̂
Xi and Vi, i ∈ M verifying

Assumption 2.3 and such that (2.24) holds.

Proof. The proof is given in Appendix 2.6.2.

2.3 Practical design of the DiMPC scheme

In this section we discuss the following issues in the design of controllers

UC[i] and LC[i]: how to compute sets ˆ̂
Xi and Vi, i ∈ M for guaranteeing

(2.24), how to design lower controllers (2.16) verifying the assumptions of
Theorem 2.1 and how to compute x̂(0) and ˆ̂x(0) verifying (2.21) and (2.22)
for a given x(0).

For the computation of sets ˆ̂
Xi and Vi, i ∈ M, we propose the procedure

described in Algorithm 2.1 that has to be executed only once and offline.
Finite termination of Algorithm 2.1 can be proved using arguments similar
to the ones adopted in the proof of Proposition 2.1. Note that if the algo-
rithm stops then, from the definition of X̄ and Ū in (2.18) and (2.19) one has
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Algorithm 2.1 Computation of tightened constraints

Input: sets ˆ̂
Xi, Vi, i ∈M verifying Assumption 2.3, sets X, U and α < 1.

Output: updated sets ˆ̂
Xi, Vi and sets Ẑi, Z.

(I) Each subsystem i ∈ M computes Ŵi =
⊕

j∈Ni
Aij

ˆ̂
Xj and Ẑi that is

the mRPI for (2.14)

(II) Compute the following sets in a centralized fashion

(i) W = ACẐ, Ẑ =
∏

i∈M Ẑi

(ii) Z̃, the MRPI set for (2.17) such that Z̃ ⊆ X ⊖
ˆ̂
X ⊖ Ẑ and

V⊕ K̂Ẑ⊕KZ̃ ⊆ U

(III) If Z̃ 6= ∅ then set Z = Z̃ and stop;
otherwise set

ˆ̂
Xi ← α

ˆ̂
Xi, Vi ← αVi

and go to (I)

that (2.24) is verified because of the inclusions in Step (IIii). Outer approx-
imations of minimal RPI (mRPI) sets in the Step (I) and (II) can be com-
puted with a given precision using the methods developed in [RKKM05].
Algorithms for computing Z̃ as a Maximal RPI (MRPI) in Step (IIii) have
been proposed in [KGB04] when all sets are polytopes.

Algorithm 2.1 suffers from two main limitations. First, the shape of sets ˆ̂
Xi

and Vi provided as inputs might impact on the size of the output sets that
have the same shape. Second, the computational bottleneck is the step (II)
that involves the collective dynamics (2.17). Step (II) implies that our de-
sign method is centralized: possible improvements towards decentralization
are discussed in Section 2.5.
As for the synthesis of lower controllers (2.16), all assumptions concerning
lower controllers can be fulfilled if κi(ˆ̂x[i](t)) is the result of an MPC reg-
ulator, hereafter termed MPC-i, for system (2.8). For a review of MPC
schemes with the desired properties we defer the reader to Section 2.5.3.1
of [RM09].

Remark 2.1. The main source of conservatism of our DiMPC method is
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that sets X̄ and Ū, computed from the results of Algorithm 2.1, could be
much smaller than X and U, respectively. This is partially due to the fact
that (i) tube-based control is a robust control technique that we used twice
for counteracting the effect of coupling terms w and ŵ; (ii) MPC-i regula-
tors do not use information from parent subsystems and the fulfillment of

collective state constraints is achieved by shrinking the sets ˆ̂
Xi and Vi (and

hence X̄ and Ū) in Algorithm 2.1. However, general statements are hard
to make because X̄ and Ū also depend upon the shape of X and U and the
coupling terms Aij , i 6= j. This suggests that a precise assessment of the
degree of conservatism should be conducted on a case by case basis.

Next we address the problem of choosing the initial states x̂(0) and ˆ̂x(0),
given x(0) so as to verify (2.20), (2.21) and (2.22). Many MPC-i schemes

guarantee that ˆ̂
X
a

i is the set of states in ˆ̂
Xi for which the MPC-i optimization

problem is feasible [RM09] and hence (2.20) can be replaced by

MPC-i problems are feasible for ˆ̂x[i](0),∀i ∈M. (2.25)

Conditions (2.21), (2.22) and (2.25) give rise to a bilevel programming
problem [VC94] in the unknowns x̂(0) and ˆ̂x(0) that is usually hard to

solve. However, when ˆ̂
Xi and Vi are polytopes, under suitable assumptions

MPC schemes for linear constrained systems produce polytopic regions of

attraction ˆ̂
X
a

i that can be computed offline in closed form by means of
explicit MPC algorithms (see [Bor03] and [KGB04]). Furthermore, methods
in [RKKM05] and [KGB04] allow Algorithm 2.1 to produce sets Ẑi, i ∈M
and Z that are polytopes. Therefore, if explicit MPC-i regulators are used,
(2.21), (2.22) and (2.25) amount to a feasibility problem that can be solved
through LP. Another method for computing x̂(0) and ˆ̂x(0) hinges on the
observation that a stabilizing MPC-i controller usually relies on the use of

a terminal constraint set ˆ̂
Xf,i ⊆ ˆ̂

Xi that is know in closed form and verifies
ˆ̂
Xf,i ⊆ ˆ̂

X
a

i . Hence one can replace (2.20) with the more restrictive condition
ˆ̂x[i](0) ∈ ˆ̂

Xf,i and, similarly to the previous case, solve an LP problem when

sets ˆ̂
Xf,i, i ∈M are polytopes.

Remark 2.2. In terms of features, the DiMPC scheme proposed in [FS12],
is the closest among existing ones to our control strategy. However, sub-
stantial differences arise. First, in order to initialize our controller only the
computation of states x̂(0) and ˆ̂x(0) is required while, in [FS12] the user
must supply initial assumed states over a whole control horizon. Note also



32 Chapter 2. Tube-based distributed MPC

that there is no systematic method for choosing initial planned trajectories
in [FS12], while in our scheme the choice of initial states for the controller
can be done using the procedures described as above. Second, Theorem 2.1
and finite termination of Algorithm 2.1 show that tightened constraints for
lower MPC-i controllers guaranteeing satisfaction of constraints (2.2) can
be always computed. Differently, in [FS12] the existence of suitable tight-
ened constraints can be guaranteed only if coupling among subsystems is
sufficiently weak. However, the DiMPC scheme in [FS12], that uses tube-
based control only once, might provide a region of attraction of the origin
that is larger than the one produced by our controller, and therefore the
choice of the most suitable control algorithm has to be conducted on the
basis of the specific application at hand.

2.4 Example

In this section, we apply the proposed DiMPC scheme to the system pro-
posed in [FS11b] and illustrated in Figure 2.2.

x[1,1] x[2,1] x[3,1] x[4,1]

u[1] u[2] u[3] u[4]
k12

h12

k34

h34

Figure 2.2: Example system.

The system is composed by four trucks, with trucks 1-2 and 3-4 coupled by a
spring and a damper. Parameters values, that are the same used in [FS11b],
are: m1 = 3, m2 = 2, m3 = 3, m4 = 6, k12 = 0.5, k34 = 1, h12 = 0.2,
h34 = 0.3. Each truck i ∈ M = {1, 2, 3, 4}, is a subsystem with state
variables x[i] = (x[i,1], x[i,2]) and input u[i], where x[i,1] is the displacement
of truck i with respect to a given equilibrium position, x[i,2] is the velocity
of the truck i and 100u[i] is a force applied to truck i. Subsystems are
equipped with the state constraints |x[i,1]| ≤ 4.5, |x[i,2]| ≤ 2, i ∈ M and
with the input constraints |u[i]| ≤ 1, i ∈ {1, 2, 3} and |u[4]| ≤ 2. Moreover,
the collective constraints |x[i,1] − x[i+1,1]| ≤ 6, for i = 1, 2, 3 are enforced.
The only parent of subsystem 1 is subsystem 2 (and vice-versa) because
they are dynamically coupled. Similarly subsystem 3 and 4 are arranged
in a parent-child relation. The model has been discretized with sampling
interval Ts = 0.1 sec. Modeling and discretization have been performed
using the PnPMPC-toolbox for MatLab that offers facilities for handling
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the interconnections of constrained subsystems [RBFT12] (see Appendix
C).
In order to apply Algorithm 2.1, we define the decentralized controllers

K = −diag([0.535, 0.253], [0.355, 0.168], [0.530, 0.252], [1.070, 0.507])

and

K̂ = −diag([0.103, 0.112], [0.067, 0.074], [0.098, 0.111], [0.206, 0.225])

that guarantee fulfillment of Assumption 2.1.
For the following sets

ˆ̂
Xi =

{

|ˆ̂x[i,1]| ≤ 2.6, |ˆ̂x[i,2]| ≤ 1.5
}

, i ∈M

Vi =
{

|v[i]| ≤ 0.9
}

, i = 1, 2, 3 V4 =
{

|v[4]| ≤ 1.9
}

Algorithm 2.1 terminates in one iteration.
The lower controllers LC[i], i ∈ M, are synthesized using explicit MPC for
system (2.8) based on the quadratic cost function

V N
i (ˆ̂x[i](t), v[i](t : t+Ni − 1)) =

∑t+Ni−1
k=t (||ˆ̂x[i](k)||Qi

+ ||v[i](k)||Ri
) + ||ˆ̂x[i](t+Ni)||Si

where Ni = 10, i ∈M,

Q1 =

[

0.120 −0.014
−0.014 0.144

]

, Q2 =

[

0.127 −0.010
−0.010 0.145

]

,

Q3 =

[

0.120 −0.014
−0.014 0.144

]

, Q4 =

[

0.091 −0.029
−0.029 0.138

]

,

R1 = 0.184, R2 = 0.294, R3 = 0.186, R4 = 0.075

and Si =

[

8.901 0.700
0.700 0.624

]

, i ∈ M. The matrices Qi, Ri and Si, i ∈ M

have been computed so as to guarantee stability of the origin of (2.8) and
(2.16). Moreover they guarantee stability for the DiMPC scheme proposed
in [FS12]. Constraints for the MPC-i problem are the dynamics (2.8), state

constraints ˆ̂x[i] ∈ ˆ̂
Xi, input constraints v[i] ∈ Vi and suitable polytopic ter-

minal constraints ˆ̂
Xf,i for guaranteeing closed-loop stability of the origin
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of (2.8), see [RM09]. Explicit MPC-i regulators have been computed us-

ing the MPT Toolbox [KGB04] and then sets ˆ̂
X
a

i are known. Initial states
x̂(0) and ˆ̂x(0) have been computed from x(0) solving an LP problem, as
explained in Section 2.3. Figures 2.3 and 2.4 show state and control trajec-
tories obtained using a CeMPC scheme, the DiMPC method proposed in
[FS12] and our distributed control scheme. In all cases, the initial state is
x(0) = (1.8, 0,−0.5, 0, 1, 0,−1, 0). For CeMPC, we have used the quadratic
cost function

V N (x(t),u(t : t+N + 1)) =
t+N−1∑

k=t

(||x(k)||Q + ||u(k)||R) + ||x(t+N)||S

where N = 10 and Q = diag(Q1, . . . , QM ), R = diag(R1, . . . , RM ) and
S = diag(S1, . . . , SM ). These matrices guarantee stability of the origin of
the collective system. CeMPC includes constraints on all states x[i,j], i ∈
M, j ∈ {1, 2}, on inputs u[i] and suitable terminal constraints for stability
of the origin.
Figures 2.3 and 2.4 show that the performance of our distributed control
scheme is comparable with the performance of CeMPC and the distributed
control proposed in [FS12].
Table 2.1 highlights the computational advantages brought about by our
method: since we can use standard explicit MPC for synthesizing local
controllers, the average time for computing the inputs in each sampling
interval is considerably reduced compared to the other methods2. Using
the DiMPC scheme proposed in [FS12], local optimization problems have
a number of constraints comparable to the ones of CeMPC. Moreover,
since the local controllers of [FS12] depend of planned trajectories sent by
the parent subsystems, explicit MPC methods cannot be applied out of
the box. For these reasons, in our example computational savings brought
about by the DiMPC in [FS12] are limited.

2.5 Final comments

In this chapter we proposed a novel DiMPC scheme for linear constrained
systems. We showed that the availability of a decentralized static state-
feedback controller allows one to systematically design distributed con-
trollers for each subsystem that stabilize the origin of the closed-loop system

2All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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Figure 2.3: State trajectories: positions (black) and velocities (grey) of the
trucks, using centralized control (dotted lines), distributed control proposed
in [FS12] (dashed lines) and our distributed control (solid lines).

# Opt Min time Mean time Max time Speed-up
CeMPC 50 0.0343 0.0382 0.0472 1

DiMPC of [FS12] 200 0.0250 0.0289 0.0457 1.32
Our DiMPC 0 0.0016 0.0017 0.0018 22.47

Table 2.1: Performance of CeMPC, DiMPC proposed in [FS12] and our
DiMPC. # Opt is the number of solved optimization problem. Min Time,
Mean Time and Max Time represent respectively the minimum, the mean
and the maximum time expressed in seconds to solve the optimization prob-
lem. Speed-up is defined as the ratio between Mean Time of MPC respect
to each analyzed control scheme.
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Figure 2.4: Control variables, using centralized control (dotted lines), dis-
tributed control proposed in [FS12] (dashed lines) and our distributed con-
trol (solid lines).

and exchange only planned states at each sampling time. Furthermore, lo-
cal controllers have a two-layer structure where MPC is exploited at the
lower layer to guarantee constraint satisfaction. In future research, we will
study how to account for model uncertainties in the scheme and how to
avoid offline centralized computations in Algorithm 2.1 using methods in
[RKF10] and [RKF11]. If the state of each subsystem is not available, the
proposed DiMPC can be directly used together with the DSE proposed in
Chapter 3 although further research is needed for assessing the stability
properties of the closed-loop system. In Part II of the thesis, based on tube
MPC, we propose DeMPC and DiMPC schemes with PnP capabilities.
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2.6 Appendix

2.6.1 Proof of Theorem 2.1

We introduce the following preliminary result.

Proposition 2.2. Under Assumptions 2.1 and 2.3, if (2.21) and (2.22)
hold, then one has

ˆ̂x[i](k) ∈ ˆ̂
Xi, v[i](k) ∈ V,∀i ∈M, ∀k ∈ 0 : t⇒ (2.26)

x(k) ∈ X̄, u(k) ∈ Ū, ∀k ∈ 0 : t

Proof. For given sets ˆ̂
Xi, i ∈M, using the definition of RPI sets Ẑi and Z

one has

ẑ[i](0) ∈ Ẑi, ˆ̂x[j](k) ∈ ˆ̂
Xj,∀j ∈M, ∀k ∈ 0 : t⇒ (2.27)

ẑ[i](k) ∈ Ẑi, ∀k ∈ 0 : t+ 1

z(0) ∈ Z, ẑ[j](k) ∈ Ẑj,∀j ∈M, ∀k ∈ 0 : t⇒ (2.28)

z(k) ∈ Z, ∀k ∈ 0 : t+ 1

Defining the proposition P as “z(0) ∈ Z, ẑ[j](0) ∈ Ẑj, ˆ̂x[j](k) ∈ ˆ̂
Xj ,∀j ∈

M, ∀k ∈ 0 : t”, from (2.27) and (2.28), it follows that

P ⇒ z(k) ∈ Z, ẑ[i](k) ∈ Ẑi, ∀k ∈ 0 : t+ 1 (2.29)

Since in P we assume ˆ̂x[j](k) ∈ ˆ̂
Xj, from (2.12) and (2.18), inclusions

ẑ[i](k) ∈ Ẑi, k ∈ 0 : t+ 1 can be replaced by

x̂[i](k) ∈ X̂i, k ∈ 0 : t+ 1 (2.30)

Moreover, from (2.11), (2.18) and (2.30), inclusions z(k) ∈ Z, k ∈ 0 : t+ 1
can be replaced by x ∈ X, k ∈ 0 : t+ 1. Therefore (2.29) becomes

P ⇒ x(k) ∈ X̄, x̂[i](k) ∈ X̂i, ∀k ∈ 0 : t+ 1 (2.31)

From the expression of u[i] in (2.10) and the definition of Ū in (2.19) one
has

z(k) ∈ Z, ẑ[j](k) ∈ Ẑj, v[j](k) ∈ Vj , ∀j ∈M,

∀k ∈ 0 : t⇒ u(k) ∈ Ū, ∀k ∈ 0 : t
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that, together with (2.29), gives

P and v[j](k) ∈ Vj, ∀j ∈M,∀k ∈ 0 : t⇒ (2.32)

u(k) ∈ Ū, ∀k ∈ 0 : t

Noting that when (2.21) and (2.22) hold P becomes “ˆ̂x[j](k) ∈ ˆ̂
Xj ,∀j ∈

M, ∀k ∈ 0 : t”, formula (2.26) follows from (2.31) and (2.32).

Proof of Theorem 2.1.

Proof. Asymptotic stability of the origin of (2.3)-(2.9) equipped with the
controller (2.16) follows from the assumed stabilizing properties of κi(ˆ̂x), i ∈
M, Assumption 2.1 and the cascade structure of (2.15). Lower controllers
(2.16) guarantee that ˆ̂x(t)→ 0n as t→ +∞ and, from (2.15), it is easy to
show that x̂(t)→ 0n and x(t)→ 0n, irrespectively of x̂(0) ∈ Rn and x(0) ∈
Rn. In particular, convergence to zero of (x(t), x̂(t), ˆ̂x(t)) is guaranteed for
initial states verifying (2.21) and (2.22) and satisfaction of constraints (2.23)
follows from Proposition 2.2.

2.6.2 Proof of Proposition 2.1

Proof. Let ˆ̂
Xi, Vi, i ∈M be sets verifying Assumption 2.3 and define ˆ̂

X =
∏

i∈M
ˆ̂
Xi. For matrices A + BK and AD + BK̂ that are Schur, consider the

map R(
ˆ̂
X) = (Ẑ,Z) where Ẑi and Z are the mRPI sets for (2.14) and (2.17),

respectively and Ẑ =
∏

i∈M Ẑi. One has that R({0n}) = ({0n}, {0n}) and
R is continuous at {0} in the sense that, denoting with Bn the unit ball in

Rn, one has ∀ε ≥ 0 ∃δ > 0 :
ˆ̂
X ⊆ δBn ⇒R(

ˆ̂
X) ⊆ εB2n.

Also the map S(
ˆ̂
X) = X̄ defined by (2.18), where Ẑi are the mRPI sets

for (2.14) and Z is the mRPI set for (2.17), is continuous at {0n} and

S({0n}) = {0n}. Then, for a given ε > 0 and sets ˆ̂
Xi, i ∈ M containing

the origin in their interior, there exists η > 0 such that

S(η
ˆ̂
X) ⊆ εBn. (2.33)

Since the origin is in the interior of X, there exists ε > 0 such that εBn ⊆ X,

and (2.33) shows that sets η ˆ̂
Xi, i ∈M yield a set X̄ verifying X̄ ⊆ X.

For proving the inclusion Ū ⊆ U, we use a similar argument. The map

U(
ˆ̂
X,V) = Ū defined by (2.19), where Ẑi are the mRPI sets for (2.14) and

Z is the mRPI set for (2.17), is continuous at ({0n}, {0m}) and verifies
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U({0n}, {0m}) = {0m}. Therefore, for a given ε > 0 and sets Vi,
ˆ̂
Xi,

i ∈ M containing the origin in their interior there exists η > 0 such that

U(η
ˆ̂
X, ηV) ⊆ εBm. The proof is concluded by noting that ∃ε > 0 : εBm ⊆

U, since the origin is in the interior of U.
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3.1 Introduction

In this chapter we propose a novel partition-based state estimator for linear
discrete-time subsystems affected by bounded disturbances. Similarly to
the methods proposed in [FFTS10b] and [FS11a], our scheme is distributed
in the sense that computation of local state estimates can be performed in
parallel but only after each estimator has received suitable pieces of infor-
mation from parent subsystems. Moreover, as in [FS11a], state estimators
account for constraints on subsystem disturbances and guarantee the fulfill-
ment of a priori specified constraints on local estimation errors. Differently
from the scheme in [FFTS10b], that is based on moving horizon estima-
tion, and similarly to [FS11a], local estimators have a Luenberger structure
and therefore do not require the online solution to optimization problems.
Furthermore, most operations needed for the design of a local estimator
can be performed using computational resources collocated with the corre-
sponding subsystem and the only centralized step requires the analysis of
a system whose order is equal to the number of subsystems.
In order to guarantee convergence of state estimates in absence of distur-
bances and fulfillment of prescribed constraints on the estimation error, we
rely on the notion of practical RPI (pRPI) developed in [RKF11] that is
applied to the error dynamics. We also highlight that most of the appealing
computational features of our method directly follow from results reported
in [RKF11] for the case of polytopic constraints. Since pRPI implies worst-
case robustness against the propagation of errors between subsystems, our
design method involves some degree of conservatism and can not be always
applied. Therefore, in the attempt of maximizing chances of successful de-
sign, we provide guidelines on the choice of local estimator parameters. We
also show that when subsystems are added or removed, the state estimation
scheme can be updated with limited efforts. More in detail, we prove that,
in order to preserve convergence and fulfillment of constraints on estimation
errors, (i) plug in of a subsystem requires the decentralized design of local
estimators for the subsystem and its children only, besides the re-execution
of the centralized step; (ii) plug out of a subsystem does not require any
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update. Compared to the distributed state estimator proposed in [FS11a],
our scheme has several distinctive features. First, the use of the notion of
practical robust positive invariance instead of the more standard concept
of robust positive invariance, allows us to achieve, in some cases, a less
conservative design procedure (see [RKF10] for a discussion on the degree
of conservativeness of various invariance concepts). Second, our local esti-
mators can take advantage of the knowledge of parents’ outputs and this
can be fundamental for successful estimator design, and demonstrated in
Section 3.6 through an example. Third, the method in [FS11a] requires
to analyze in a centralized fashion the stability of a system whose order is
equal to the sum of the orders of all subsystems. However, as described in
Section 3.6.4, design decentralization can introduce more conservativity.
The chapter is structured as follows. Local state estimators are described
in Section 3.2. In Section 3.3 we introduce practical robust decentralized
invariance and show how it can be applied for guaranteeing convergence of
estimators and constraint satisfaction. In Section 3.4 we detail the design
of local estimators. Section 3.5 describes how to retune the estimator when
subsystems are added or removed from the network. In Section 3.6 we
illustrate the use of the distributed state estimator for reconstructing the
states of a PNS and compare our method with the state estimation scheme
in [FS11a]. Section 3.7 is devoted to conclusions.

3.2 Distributed state estimator

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu + Dd

y = Cx
(3.1)

composed of M subsystems, as described in Section 1.5. In this chapter we
will focus our attention on the problem of bounded-error state estimation,
therefore we consider constraints on model disturbances on each subsystem,
i.e.

d[i](t) ∈ Di, ∀t ≥ 0. (3.2)

Assumption 3.1. The sets Di, i ∈M are C-sets.

Next, we propose a DSE for (3.1). We define for i ∈ M the local state
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estimator

Σ̃[i] : x̃+
[i] = Aiix̃[i] +Biu[i] − Lii(y[i] −Cix̃[i])+

∑

j∈Ni

Aijx̃[j] −
∑

j∈Ni

δ̃ijLij(y[j] −Cj x̃[j])
(3.3)

where x̃[i] ∈ Rni is the state estimate, Lij ∈ Rni×pj are gain matrices and
δ̃ij ∈ {0, 1}. Hereafter we assume δ̃ij = 0 and Lij = 0ni×pj

if j 6∈ Ni.
This implies that Σ̃[i] depends only on local variables (x̃[i], u[i] and y[i]) and
parents’ variables (x̃[j] and y[j], j ∈ Ni). Binary parameters δ̃ij , j ∈ Ni can
be chosen to take advantage of the knowledge of parents’ outputs (δ̃ij = 1)
or to reduce the amount of information received from parents (δ̃ij = 0).
Defining the state estimation error as

e[i] = x[i] − x̃[i], (3.4)

from (1.2), (3.3) and (3.4), we obtain the local error dynamics

e+
[i] = Āiie[i] +

∑

j∈Ni

Āije[j] +Did[i] (3.5)

where Āii = Aii + LiiCi and Āij = Aij + δ̃ijLijCj , i 6= j. Our main goal is
to solve the following problem.

Problem 3.1. Design local state estimators Σ̃[i], i ∈M that

(a) are nominally convergent, i.e. when D = {0r} it holds

||e[i](t)|| → 0ni
as t→∞ (3.6)

(b) guarantee

e[i](t) ∈ Ei, ∀t ≥ 0 (3.7)

where Ei ⊆ Rni are prescribed sets containing the origin in their
interior.

Defining the collective variable e = (e[1], . . . , e[M ]) ∈ Rn, from (3.5) one
obtains the collective dynamics of the estimation error

e+ = Āe + Dd (3.8)

where the matrix Ā is composed by blocks Āij, i, j ∈M.
We equip system (3.8) with constraints e ∈ E =

∏

i∈M Ei and d ∈ D. In
Section 3.3 we address Problem 3.1 under the following assumptions
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Assumption 3.2. The matrices Āii, i ∈M are Schur.

Assumption 3.3. The sets Ei, i ∈M are PC-sets.

We highlight that if L is such that Ā is Schur, then property (3.6) holds. If,
in addition, Assumptions 3.3 and 3.1 hold, then there exists a RPI set Ω ⊂ E

for the constrained system (3.8) (see [KG98]) and e(0) ∈ Ω guarantees
property (3.7). Remarkably, when sets Ei and Di are polytopes, an RPI
set Ω can be found solving a LP problem (see [RKKM05], [RB10]). However
the LP problem includes the collective model (3.1) in the constraints and
computations become prohibitive for large n.
In absence of coupling between subsystems (i.e. Aij = 0, i 6= j) the es-
timator dynamics (3.3) and error dynamics (3.5) are decoupled as well.
Therefore, under Assumptions 3.2, 3.3 and 3.1, properties (3.6) and (3.7)
can be guaranteed computing RPI sets Ωi ⊆ Ei for each local error dynam-
ics and requiring e[i](0) ∈ Ωi. Furthermore, if Ei and Di are polytopes, the
computation of sets Ωi, i ∈M amounts to the solution of M LP problems
that can be solved in parallel using computational resources collocated with
subsystems. In order to propose a partially decentralized design procedure
in presence of coupling between subsystems one has to take into account
how coupling propagates errors between subsystems. As we will show in the
next section, the notion of pRPI, proposed in [RKF11] allows one to study
precisely this issue and offers a computationally feasible, yet conservative,
procedure for solving Problem 3.1.

3.3 Practical robust positive invariance for state
estimation

In this section, we show how the main results of [RKF11], applied to the
error dynamics (3.5) equipped with constraints (3.2) and (3.7), allow one
to guarantee properties (a) and (b) of Problem 3.1.
Given a collection of sets S = {Si, i ∈ M}, Si ⊂ Rni and a set Θ ⊂ RM0+,
we define a parameterized family of sets S(S,Θ) = {(θ1S1, . . . , θMSM ) : θ ∈
Θ}, where θ = (θ1, . . . , θM ). Intuitively, scalars θi can be interpreted as
scaling factors.

Definition 3.1. The family of sets S(S,Θ) is pRPI for the constrained
local error dynamics given by (3.5), (3.2) and (3.7), if, for all i ∈ M and
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all (θ1S1, . . . , θMSM) ∈ S(S,Θ), one has

θiSi ⊆ Ei (3.9a)

ĀiiθiSi ⊕
⊕

j∈Ni

ĀijθjSj ⊕DiDi ⊆ θ+
i Si (3.9b)

(θ+
1 S1, . . . , θ

+
MSM) ∈ S(S,Θ) (3.9c)

Assumption 3.4. The sets Si, i ∈M are PC-sets.

The main issue we will address in the sequel is the following: given S, is
there a nonempty set Θ ⊂ RM0+ such that the family S(S,Θ) is pRPI? In
order to provide an answer, in [RKF11] it is proposed to first derive the
dynamics of the scaling factors θi. More precisely, for all i, j ∈M we set

µij =

{

minµ≥0{µ : ĀijSj ⊆ µSi} if i = j or j ∈ Ni
0 otherwise

(3.10)

αi = min
β≥0
{β : DiDi ⊆ βSi}. (3.11)

and define the collective dynamics of the scaling factors

θ+ = Tθ + α (3.12)

where the entries of T ∈ RM×M are Tij = µij and α = (α1, . . . , αM ). It is
easy to show that (3.12) guarantees

e[i] ∈ θiSi ⇒ e+
[i] ∈ θ+

i Si.

For fulfilling (3.9a), let us define

Θ0 = {θ ∈ R
M
0+ : ∀i ∈M, θiSi ⊆ Ei}. (3.13)

The key assumption used in [RKF11] for providing a set Θ that makes
S(S,Θ) a pRPI family is the following one.

Assumption 3.5. (i) T is Schur.

(ii) The unique equilibrium point θ̄ of system (3.12) is such that θ̄ ∈ Θ0.

(iii) The set Θ is an invariant set for system (3.12) and constraint set Θ0,
i.e. ∀θ ∈ Θ ⊆ Θ0, θ+ ∈ Θ.

Lemma 3.1 ([RKF11]). Let Assumptions 3.1-3.5 hold. Then,
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(i) there is a non-trivial convex and compact positively invariant set Θ for
system (3.12) equipped with constraints θ ∈ Θ0;

(ii) S(S,Θ) is pRPI for (3.5) with constraints (3.2) and (3.7).

Lemma 3.1 guarantees that

θ(0) ∈Θ and e[i](0) ∈ θi(0)Si, ∀i ∈M⇒
e[i](t) ∈ θi(t)Si, ∀i ∈M, ∀t ≥ 0.

(3.14)

Furthermore, as shown in [RKF11], dist(e[i](t), θ̄iSi)→ 0 as t→∞. In the
nominal case, i.e. D = {0r}, one has α = 0M in (3.12). Then θ̄ = 0M and
property (3.6) is guaranteed. Also (3.7) holds since, from (3.14) and (3.9a)
one has e[i](t) ∈ θi(t)Si ⊆ Ei. Therefore, Problem 3.1 is solved if we can
design local state estimators fulfilling the assumptions of Lemma 3.1. A
design procedure to achieve this goal is proposed in Section 3.4.

Remark 3.1. Note that, according to (3.14), the initialization of the local es-
timators requires to find a suitable initial state θ(0) ∈ Θ for system (3.12)
and this is a centralized operation. In order to allow each estimator to
locally compute its initial state, one can build offline an inner box ap-
proximation Θ̄ =

∏

i∈M[0, θ̄i] contained in Θ and choose x̃[i](0) such that
x[i](0)− x̃[i](0) ∈ [0, θ̄i].

3.4 Design of local estimators

In this section, we propose a method to design the distributed state esti-
mator presented in Sections 3.2 and 3.3. The key issue is how to compute
suitable gains Lij and binary variables δ̃ij such that Assumption 3.5 holds.
From now on we consider polytopic sets Ei, Di and Si, i ∈ M verifying
Assumptions 3.1, 3.3 and 3.4. Without loss of generality we can write

Ei = {e[i] ∈ R
ni : hTi,τe[i] ≤ 1,∀τ ∈ 1 : τ̄i} (3.15a)

= {e[i] ∈ R
ni : Hie[i] ≤ 1τ̄i

}
Di = {d[i] ∈ R

ri : fTi,υd[i] ≤ 1,∀υ ∈ 1 : ῡi} (3.15b)

= {d[i] ∈ R
ri : Fid[i] ≤ 1ῡi

}
Si = {s[i] ∈ R

ni : gTi,ψs[i] ≤ 1,∀ψ ∈ 1 : ψ̄i} (3.15c)

= {s[i] ∈ R
ni : Gis[i] ≤ 1ψ̄i

}
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where Hi = (hTi,1, . . . , h
T
i,τ̄i

) ∈ Rτ̄i×ni , Fi = (fTi,1, . . . , f
T
i,ῡi

) ∈ Rῡi×ri and

Gi = (gTi,1, . . . , g
T
i,ψ̄i

) ∈ Rψ̄i×ni . The design procedure is summarized in
Algorithm 3.1 that is composed by three parts.

Algorithm 3.1 Computation a pRPI family of sets S(S,Θ)

Input: polytopic sets Ei, Di, i ∈M verifying Assumptions 3.1 and 3.3.
Output: A pRPI family of sets S(S,Θ).

(A) Decentralized steps. For all i ∈M,

(I) compute the matrix Lii such that Āii is Schur and has as many
zero eigenvalues as possible;

(II) compute a λi-contractive set Si for

e+
[i] = Āiie[i]

verifying Si ⊆ Ei and set µii = λi;

(III) compute αi as in (3.11).

(B) Distributed steps. For all i ∈M,

(I) if δ̃ij = 1, compute the matrix Lij, ∀j ∈ Ni solving

min
Lij

||GiĀijG♭j ||p (3.16)

where p is a generic norm.

(II) compute µij as in (3.10).

(C) Centralized steps

(I) if matrix T is not Schur stop;

(II) compute set Θ0 as in (3.13) and the equilibrium point θ̄ of sys-
tem (3.12). If θ̄ /∈ Θ0 stop;

(III) compute the maximal invariant set Θ∞ of system (3.12)
equipped with constraint Θ0;

(IV) compute an inner box approximation Θ̄ of Θ∞.

Operations in Part (A) can be executed in parallel using computational re-
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sources associated with subsystems, i.e. in a decentralized fashion. Steps in
Part (B) have a distributed nature, meaning that computations are decen-
tralized but they can be performed only after each subsystem has received
suitable pieces of information from its parents. Finally, design steps in Part
(C) require centralized computations involving only the M -th order system
(3.12). Next, we comment each step of Algorithm 3.1 in details.

3.4.1 Part (A)

Step (AI) is the easiest one and it can be performed only if pairs (Aii, Ci),
i ∈M are detectable. The requirement of placing eigenvalues of Āii in zero
is motivated by Step (AII).
The computation of sets Si as in Step (AII) has been suggested in [RKF11]
and it is based on the argument that sets (1−λi) can be used for compensat-
ing coupling terms in the error dynamics. Remarkably, using the efficient
procedures proposed in [RB10], the computation of a set Si amounts to
solving the optimization problem

Pi(S0
i , ki) : min

γi,βi,{Ss
i
}

ki
s=1

γi (3.17a)

γi ∈ [0, 1), S
ki
i ⊆ γiS0

i (3.17b)

βi ∈ R+,
ki−1⊕

s=0

S
s
i ⊆ βiEi (3.17c)

S
s
i = ĀsiiS

0
i , ∀s = 1, . . . , ki (3.17d)

where ki ∈ N and the set S0
i ⊂ Rni are provided as inputs. In particular,

(3.17) is an LP problem and the set Si can be obtained as Si = β−1
i

⊕k−1
s=0 S

s
i .

Furthermore, the contractivity parameter is λi =
ξi+γ

∗
i

−1

δ̃i
, where γ∗

i is a

solution to (3.17) and ξi = minξ{ξ ∈ R+ :
⊕ki−1

s=0 Ssi ⊆ ξS0
i , ξ ≥ 1}. Note

that also ξi can be computed solving an LP problem. As shown in [RB10],
since the matrix Āii is Schur, then, given a PC -polytopic set S0

i , there
exists a sufficiently large ki such that problem (3.17) is feasible. Moreover,
if all eigenvalues of Āii are zero, feasibility of (3.17) can be guaranteed
setting ki = ni. Indeed since Āni

ii = 0ni×ni
we have S

ni
i = {0ni

} and hence,
irrespectively of S0

i , constraints (3.17b) hold with αi = 0. Moreover, since
from (3.17d) sets {Ssi}ki−1

s=1 are polytopes containing the origin, then there
exists βi such that constraints (3.17c) hold. We highlight that the scalar
µii computed as in (3.10) is equal to the contractivity parameter λi.



50
Chapter 3. Decentralized design of distributed bounded-error

state estimation for partitioned systems

Step (AIII) focuses on the computation of scalars αi. From (3.11) and
(3.15b), using procedures proposed in [KG98], we have αi = maxψ∈1:ψ̄i

{zi}
where

zi = max
w[i]

gi,ψDid[i]

Fid[i] ≤ 1ῡi

(3.18)

Therefore, Step (AIII) requires the solution to the ψi LP problems (3.18).

Remark 3.2. When pairs (Aii, Ci) are observable, Step (AI) correspond to
the synthesis of dead beat observers. One of the main limitation of dead
beat observers is that they are not optimal when the subsystem is affected
by stochastic disturbances. Generalizations of Steps (AI) and (AII) to this
case will be considered in future research.

3.4.2 Part (B)

For the computation of matrices Lij and parameters µij, each subsystem
Σ[i] needs to receive the matrix Cj and the set Sj from parents j ∈ Ni such
that δ̃ij = 1.
In Step (BI), if δ̃ij = 1, the computation of matrices Lij , j ∈ Ni is required.
Since the choice of Lij affects the coupling term Āij and hence the Schurness
of matrix T , we propose to reduce the magnitude of coupling by minimizing
the magnitude of Āij in (3.16), where Gi and G♭j allow us to take into account
the size of sets Si and Sj, respectively. More precisely, it can be shown that
the term ||GiĀijG♭j ||p is a measure of how much the coupling term Āijs[j],
j ∈ Ni affects the fulfillment of the constraint s[i] ∈ Si. As an example,
we highlight that the minimization of ‖GiĀijG♭j‖1 in (3.16) amounts to

an LP problem and the minimization of ‖GiĀijG♭j‖F can be recast into a
Quadratic Programming (QP) problem. So far the parameters δ̃ij have
been considered fixed. However, if in Step (BI) one obtains Lij = 0ni×pj

for some j ∈ Ni, it is impossible to reduce the magnitude of the coupling
term Āij and, from (3.3), the knowledge of y[j] is useless. This suggests to
revise the choice of δ̃ij and set δ̃ij = 0. In step (BII), since Si are polytopes,
using procedures proposed in [KG98] we can compute scalars µij as

µij = max
ψ∈1:ψ̄i

{max
s[j]

gi,ψĀijs[j] : Gjs[j] ≤ 1ψ̄j
}.

that requires the solution of ψ̄i LP problems.
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3.4.3 Part (C)

In Step (CI) we check the Schurness of matrix T . If the test fails, As-
sumption 3.5-(i) cannot be fulfilled and the only possibility is to restart the
algorithm after increasing the number of variables δ̃ij that are equal to one.
In Step (CII), since the sets Si and Ei are polytopes, using results from
[KG98] the computation of the set Θ0 can be done as follows

Θ0 =
∏

i∈M

[0, θ̃i]

θ̃i = ( max
τ∈1:τ̄i

{max
s[i]

hi,τs[i] : Gis[i] ≤ 1ψ̄i
})−1.

(3.19)

Moreover, in Step (CII) we compute the equilibrium point θ̄ of system
(3.12). If θ̄ /∈ Θ0 we can not guarantee property (3.7) and therefore the
algorithm stops. Note that if Di = {0ri

}, ∀i ∈ M, the equilibrium point θ̄
is the origin and hence θ̄ ∈ Θ0 by construction.
According to Assumption 3.5-(iii) , the set Θ of all feasible contractions θ
is computed as an RPI set for system (3.12) and constraints θ ∈ Θ0. In
particular, since T is Schur and Θ0 is a polytope, using results from [GT91]
we can compute the MRPI set Θ∞ by solving a suitable LP problem.
As discussed in Remark 3.1, a decentralized initialization of state estimators
is possible computing an hyper rectangle Θ̄ contained in Θ∞. This is done
in step (CIV). More precisely, using results from [BFT04], we can set Θ̄ =
∏

i∈M[0, θ̄i] where

θ̄i = max
θ̃∈Θ∞

γT θ̃, (3.20)

γ = (γ1, . . . , γM )

γi = (max
θ

θi : θ ∈ Θ∞)−1. (3.21)

As described in [BFT04], the vector γ is used for maximizing the volume
of Θ̄. From (3.20) and (3.21) the computation of the hyper-rectangle Θ̄
requires the solution of M + 1 LP optimization problems.

3.5 Large-scale systems with variable number of
subsystems

In this section, we discuss the retuning of the DSE when a subsystem is
added or removed. We highlight that plug in and plug out of subsystems
are here considered as offline operations. In particular, we will show how
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to preserve properties (3.6) and (3.7) without performing all computations
required by Algorithm 3.1. As a starting point, we consider system (3.1)
equipped with a DSE designed using Algorithm 3.1.

3.5.1 Plug-in operation

Assume the new subsystem Σ[M+1] is plugged in and set M̄ =M∪ {M +
1}. Since the overall system has changed, in principle one has to design
the DSE from scratch running Algorithm 3.1. Note however that Part
(A) of Algorithm 3.1 is decentralized and therefore it has to be executed
for the new subsystem only. Part (B) of Algorithm 3.1 involves only the
new subsystem, its parents and its children CM+1 = {j ∈ M : AM+1,j 6=
0, j 6= M + 1}. In fact, subsystem Σ[M+1] needs sets Sj from its parents
for computing parameters µM+1,j, j ∈ NM+1. Moreover since children of
Σ[M+1] have a new parent, they need to know SM+1 in order to update
parameters µk,M+1, k ∈ CM+1.
If Step (CI) or Step (CII) fail, we declare that system Σ[M+1] can not be
added, because the family of sets S(S,Θ) is not a pRPI. In Algorithm 3.2
we summarize the computations for updating the DSE that are triggered
by the addition of Σ[M+1].

3.5.2 Unplugging operation

Assume subsystem Σ[q], q ∈ M is removed. We will show that no update
of the DSE is required in order to guarantee (3.6) and (3.7). In the follow-
ing, vectors, matrices and sets with a hat are quantities of the DSE after
subsystem q has been removed. As an example, the matrix

T̂ =














µ11 · · · µ1,q−1 µ1,q+1 · · · µ1,M
...

...
...

...
...

...
µq−1,1 · · · µq−1,q−1 µq−1,q+1 · · · µq−1,M

µq+1,1 · · · µq+1,q−1 µq+1,q+1 · · · µq+1,M
...

...
...

...
...

...
µM,1 · · · µM,q−1 µM,q+1 · · · µM,M














∈ R
M−1×M−1

is obtained from matrix T , by eliminating the q-th row and column. Next,
we show Assumptions 3.5-(i), 3.5-(ii) and 3.5-(iii) are still verified after the
removal of Σ[q].
Let G = (V, E) be the coupling graph of (3.1), i.e. a directed graph where
vertices in V = 1 : M are associated to subsystems and (i, j) ∈ E ⇔ i ∈ Nj.
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Algorithm 3.2 Update of pRPI S(S,Θ) after a plug-in operation
Input: new subsystem Σ[M+1] with sets EM+1 and DM+1.
Output: an updated pRPI family of sets S(S,Θ).

(A) Decentralized steps
For i = M + 1 execute Steps (AI)-(AIII) of Algorithm 3.1;

(B) Distributed steps

• For subsystem Σ[M+1], if δ̃M+1,j = 1, compute the matrix LM+1,j,
∀j ∈ NM+1 solving minLM+1,j

||GM+1ĀM+1,jGj||p, p is a generic
norm, and then compute µM+1,j;

• For subsystems Σ[k], if δ̃k,M+1 = 1, compute the matrix Lk,M+1,
∀k ∈ CM+1 solving minLk,M+1

||GkĀk,M+1GM+1||p, p is a generic
norm, and then compute µk,M+1;

(C) Centralized steps
Execute Steps (CI)-(CIV) of Algorithm 3.1.

In the sequel we assume G is strongly connected (see Definition 3.3 in
Appendix 3.8.1). Indeed, if this is not true, then (3.1) can be represented as
a directed acyclic graph G whose nodes are strongly connected subgraphs.
In this case, a DSE can be designed for each system corresponding to a
subgraph starting from the roots of G. The next proposition concerns the
Assumption 3.5-(i).

Proposition 3.1. If the matrix T ∈ RM×M in (3.12) is Schur, then also
the matrix T̂ is Schur.

Proof. The proof of Proposition 3.1 can be found in Appendix 3.8.1.

The next result guarantees Assumption 3.5-(ii) still holds after the removal
of subsystem q.

Proposition 3.2. For q ∈ M, let θ̂ = (θ1, . . . , θq−1, θq+1, . . . , θM−1), α̂ =
(α1, . . . , αq−1, αq+1, . . . , αM−1) and

Θ̂0 = {ξ ∈ R
M−1 : (ξ1, . . . , ξq−1, 0, ξq, . . . , ξM−1) ∈ Θ0}
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If Assumption 3.5-(ii) holds, the unique equilibrium ˆ̄θ of system

θ̂+ = T̂ θ̂ + α̂ (3.22)

is such that ˆ̄θ ∈ Θ̂0.

Proof. The proof of Proposition 3.2 can be found in Appendix 3.8.2.

Finally, the following proposition concerns Assumption 3.5-(iii).

Proposition 3.3. For q ∈M, the set

Θ̂ = {θ̂ ∈ R
M−1 : (θ̂1, . . . , θ̂q−1, 0, θ̂q, . . . , θ̂M−1) ∈ Θ∞} (3.23)

is an RPI set for system (3.22).

Proof. The proof of Proposition 3.3 can be found in Appendix 3.8.3.

From Proposition 3.3 we have that the projection of set Θ on the coordinates
θ̂ is still an RPI set for (3.1) after the removal of subsystem q, but we also
note that the set Θ̂ is not the MRPI, i.e. with a new execution of Step
(CIII) of Algorithm 3.1 we could obtain Θ̂ ⊆ Θ̂∞. We also note that the

projection ˆ̄Θ of Θ̄ on the coordinates θ̂ is a box verifying ˆ̄Θ ⊆ Θ̂. However,
with a new execution of Step (CIV) of Algorithm 3.1 we could obtain a
bigger inner box approximation.

3.6 Examples

In this section, we apply the proposed distributed state estimator to the
PNS proposed in Scenario 1 in Section B.1.1 of Appendix B. We rewrite
the dynamics (B.1) of each area as

ΣC
[i] : ẋ[i] = Aiix[i] + B̄iū[i] +

∑

j∈Ni

Aijx[j] + d[i] (3.24)

where x[i] = (∆θi, ∆ωi, ∆Pmi
, ∆Pvi

) is the state, ū[i] = (∆Prefi
,∆PLi

)
is composed by the control input of each area. In (3.24), d[i] ∈ Rni is
the disturbance term for the i-th area and it is bounded in the polytopic
set Di ⊂ Rni . For the simulations, we use the load power steps given in
Section B.1.1 of Appendix B and the control inputs computed using MPC
controllers as in Section B.3 of Appendix B. In Example 1 and 2, for each
area, we consider the following bounds on the state estimation error

Ei = {e[i] ∈ R
ni : ||e[i,1]||∞ ≤ 0.005, ||e[i,k]||∞ ≤ 0.01, k ∈ 2 : 4}. (3.25)
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We highlight that constraints (3.25) correspond in tolerating state esti-
mation errors less then 10% of the maximum value assumed by the state
variables. In Example 3, we consider constraints on the error equal to
2Ei, ∀i ∈ M. All simulations have been performed using the PnPMPC-
toolbox for MatLab [RBFT12] (see also Appendix C).

3.6.1 Example 1

As first example, we consider δ̃ij = 1, ∀i ∈ M, ∀j ∈ Ni, Di = {0ri
}, ∀i ∈

M (i.e. no disturbances act on the system) and assume to measure only the
angular speed deviation ∆ω[i] of each area. Therefore, outputs of subsystem
i are given by

y[i] = Cix[i], Ci =
[

0 1 0 0
]

. (3.26)

In this case, Algorithm 3.1 stops in Step (CI) because the computed sets
Si are such that T is not Schur. We highlight that from the results of Step
(BI), one obtains the same results if parameters δ̃ij are all set equal to zero.
Indeed, for matrices Ci in (3.26), it is impossible to reduce the magnitude of
the coupling terms Āij = Aij +LijCj by solving the optimization problems
(3.16).

3.6.2 Example 2

We consider Di = {0ri
}, ∀i ∈ M, i.e. no disturbances act on the system,

and we assume to measure both ∆θ[i] and ∆ω[i] of each area. Therefore the
outputs are given by

y[i] = Cix[i], Ci =

[

1 0 0 0
0 1 0 0

]

. (3.27)

First we consider δ̃ij = 0, ∀i ∈ M, ∀j ∈ Ni. In this case, as in the
first example, since we cannot take advantage of the knowledge of parents’
outputs, Algorithm 3.1 stops before its conclusion. Indeed, it is impossi-
ble to find sets Si such that T is Schur. This example shows that if we
also consider more output variables for each subsystem, Algorithm 3.1 can
stop in Step (CI) due the magnitude of the coupling terms Aij . Now we
consider δ̃ij = 1, ∀i ∈ M, ∀j ∈ Ni. In this case we can reduce the mag-
nitude of the coupling terms. Solving optimization problems (3.16), we
can compute matrices Lij such that Āij = 0ni×nj

, hence the Schurness of
matrix T is guaranteed since sets Si are λi-contractive. In this case, T =
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diag(0.932, 0.843, 0.711, 0.889) and Θ̄ = {θ ∈ R4 : 0 ≤ θi ≤ 1, ∀i = 1 : 4}.
We note that if matrix T is diagonal, Step (CIV) of Algorithm 3.1 can be
skipped since Θ∞ = Θ̄.
We performed an estimation experiment initializing the local state estima-
tors Σ̃[i], i ∈ M with x̃[i](0) = x[i](0) − e[i](0), where e[i](0) is a vertex
of the set Si. In Figure 3.1 we show the maximum state estimation error
defined as

ẽ[j](t) = max
i∈M
|x[i,j](t)− x̃[i,j](t)| (3.28)

where x[i,j] and x̃[i,j] are, respectively, the real and estimated state trajec-
tory of the j-th state of the i-th subsystem. From Figure 3.1 we note that,
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ẽ2

ẽ3
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Figure 3.1: Maximum estimation errors ẽ[j] defined as in (3.28), for Exam-
ple 2.

since no disturbances act on the system, the state estimation error e[i](t)
converges to zero as t→∞, i.e. (3.6) is verified.

3.6.3 Example 3

We consider Di = {d[i] ∈ Rni : ||d[i]||∞ ≤ 10−5}, ∀i ∈ M and output
variables given in (3.27). As in Example 2, by considering δ̃ij = 1, ∀i ∈
M, ∀j ∈ Ni, Algorithm 3.1 does not stop at any intermediate step. We have
performed a similar experiment as in Example 2, but generating statistically
independent random samples d[i](t) from the uniform distribution on Di. In
Figure 3.2 and 3.3, we show the maximum estimation error at the beginning
of the experiment (Figure 3.2) and for t ≥ 10 (Figure 3.3). In particular,
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even in presence of disturbances on the system the state estimation error
e[i](t) lies in the set Ei, ∀i ∈M.
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Figure 3.2: Maximum estimation error ẽ[j](t), t = 0 : 9 defined as in (3.28),
for Example 3.
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Figure 3.3: Maximum estimation error ẽ[j](t), t = 10 : 50 defined as in
(3.28), for Example 3.

3.6.4 Comparison with [FS11a]

In the previous examples we considered polytopic sets Ei, i ∈ M defined
in (3.25) that are also zonotopes. Therefore we can compare the proposed
DSE with the one proposed in [FS11a]. Local state estimators in [FS11a]
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depend on the state of parent systems, but not on their outputs. This
corresponds to setting δ̃ij = 0, i, j ∈ M in our scheme. Using the DSE in
[FS11a], we cannot compute the observers for the PNS in Examples 1 and
2. In fact, since all parameters δ̃ij are zero it is impossible to reduce the
magnitude of the coupling by using parents’ outputs, as we do in Example
2.
Moreover in [FS11a], the authors look for a family of sets S composed by
mRPI sets Si verifying

ĀiiSi ⊕
⊕

j∈Ni

AijSj ⊆ Si ⊆ Ei. (3.29)

We note that (3.29) is a special case of the pRPI family in (3.9) when
δ̃ij = 0 (i.e. Āij = Aij) and Di = {0ri

}. Since from (3.29) one has
θ+ = θ, the matrix T is not Schur, and for guaranteeing convergence of
the estimates one has to check Schurness of the overall matrix A + LC.
In our distributed estimator, convergence of the estimates can be checked
by testing the Schurness of T , i.e. no assumptions on the overall matrices
are needed. However, the price to pay is a loss in generality when in Step
(BI) of Algorithm 3.1 one cannot reduce coupling terms using gains Lij,
i.e. one obtains Āij = Aij. Indeed, in this case, A + LC can be Schur even
if matrix T is not and therefore Algorithm 3.1 stops in Step (CII).

3.7 Final comments

In this chapter, we proposed a novel partition-based state estimator for lin-
ear discrete-time subsystems affected by bounded disturbances. The pro-
posed DSE guarantees the convergence of the overall state estimation and
also boundedness on the state estimation error. Since our design method
involves some degree of conservatism, we provided an algorithm for the
choice of local estimator parameters. Moreover, the most burdensome steps
of the design procedure involve decentralized computations. Similarly to
[FS11a] our state estimation algorithm can be directly used together with
the distributed model predictive control scheme proposed in Chapter 2 al-
though further research is needed for assessing the stability properties of
the closed-loop system. In Chapter 8, we will also consider the problem
of decentralizing completely computations required in the design process.
This would lead to state-estimators that can be designed using local com-
putational resources only, so coping with the PnP design requirements of
the model predictive control scheme proposed in Chapters 5 and 6.
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3.8 Appendix

3.8.1 Proof of Proposition 3.1

The proof of Proposition 3.1 hinges on Perron-Frobenious theory for non-
negative matrices. Next, we provide relevant definition, deferring the reader
to [Mey00] for further details.

Definition 3.2. The graph, Γ(Q) = (V, E) of Q ∈ RM×M is the directed
graph with nodes V = 1 : M and edges E = {(i, j) : qij 6= 0} where qij is
the ij-th element of the matrix Q.

Definition 3.3. A directed graph Γ is strongly connected if for any pair
of nodes (Ni, Nj) there exists a sequence of edges which leads from Ni to
Nj .

Definition 3.4. A matrix Q ∈ RM×M is irreducible if there is no permu-
tation matrix P such that

Z = PQP T =

[

Q11 Q12

0 Q22

]

,

where Q11 ∈ Rq×q, Q22 ∈ RM−q,M−q and Q12 ∈ Rq,M−r, 0 < q < M .

Proof of Proposition 3.1. The matrix T in (3.12) is nonnegative, i.e. µij ≥
0, ∀ i, j ∈M. Moreover, G = Γ(T ) and since G is strongly connected, T is
irreducible [Mey00, p. 671]. Let

T =
















µ11 · · · µ1,q−1 0 µ1,q+1 · · · µ1,M
...

...
...

...
...

...
...

µq−1,1 · · · µq−1,q−1 0 µq−1,q+1 · · · µq−1,M

0 · · · 0 0 0 · · · 0
µq+1,1 · · · µq+1,q−1 0 µq+1,q+1 · · · µq+1,M

...
...

...
...

...
...

...
µM,1 · · · µM,q−1 0 µM,q+1 · · · µM,M
















∈ R
M×M (3.30)

From Wielandt’s Theorem [Mey00, p. 675], one has ρ̄(T ) ≤ ρ̄(T ). More-

over, up to a permutation matrix, one has T =

[

0 0

0 T̂

]

and hence ρ̄(T̂ ) ≤

ρ̄(T ). Therefore ρ̄(T̂ ) ≤ ρ̄(T ) and the proof is concluded recalling that, by
assumption, ρ̄(T ) < 1.
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3.8.2 Proof of Proposition 3.2

Proof. First we define matrix T as in (3.30). Since µij ≥ 0, ∀i, j ∈M, the
elements of matrices T k and T k are nonnegative ∀k ≥ 0. Moreover we can
show that the ij-th element of T k (with abuse of notation, T kij ) is smaller
than the ij-th element of T k (with abuse of notation, T kij), i.e. T kij ≤ T kij ,

∀i, j ∈M and ∀k ≥ 0. Let τ̄ = (ˆ̄θ1, . . . ,
ˆ̄θq−1, 0,

ˆ̄θq, . . . ,
ˆ̄θM−1) ∈ RM , where

ˆ̄θi is the i-th component of vector ˆ̄θ and

α̃ = α ∈ R
M
+ , α̃q = 0. (3.31)

The unique equilibrium point of system (3.12) can be written as θ̄ =
∑∞
k=0 T

kα. Moreover from (3.22) and the definitions of τ̄ and T , we have
that τ̄ =

∑∞
k=0 T kα̃. Since T kij ≤ T kij , then

∑∞
k=0 T kij ≤

∑∞
k=0 T

k
ij and hence

τ̄ ≤ θ̄ element-wise. From (3.19) and Assumption 3.5-(ii), one has τ̄ ∈ Θ0.

Therefore, we can conclude that ˆ̄θ ∈ Θ̂0.

3.8.3 Proof of Proposition 3.3

Proof. After subsystem q has been removed, the dynamics of contraction
factors θ̂ is given by (3.22). In the following we show that Θ̂ defined in
(3.23) is an RPI set for (3.22). From the invariance of set Θ∞ we have
that Tθ + α ∈ Θ∞, ∀θ ∈ Θ∞. Moreover, since 0 ∈ Θ∞, we have T θ + α̃ ∈
Θ∞, ∀θ ∈ Θ∞ (where T and α̃ are defined in (3.30) and (3.31)) i.e. the set
Θ∞ is also invariant for the LTI system θ+ = T θ+α̃ and the q-th component
of θ is always zero. Therefore, we can conclude that the projection of set
Θ∞ defined in (3.23) is an RPI set for system θ̂+ = T̂ θ̂ + α̂.
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4.1 Introduction

In this chapter we propose a distributed controller for discrete-time LTI sys-
tems guaranteeing asymptotic stability of the closed-loop system when sub-
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systems are plugged in and out. We focus our attention on unconstrained
systems and introduce basic mathematical tools that will be used in the
following chapters in order to prove stability and constraint satisfaction for
constrained systems. In Section 4.2.1 we propose a static state-feedback
controller and give results for PnP design. Differently from centralized
control architectures, in the decentralized case, stabilizing dynamic state-
feedback controllers may exist even if stability cannot be achieved using
static state-feedback regulators. In Section 4.2.2, relying on a classical re-
sult in centralized control [BP70], we show that we can always rewrite the
problem of designing PnP dynamic state-feedback controllers as the prob-
lem of designing PnP static state-feedback controllers. In Section 4.3 we
describe the operations needed when subsystems are plugged in and out. In
Section 4.4 we propose an example and Section 4.5 is devoted to concluding
remarks.

4.2 Distributed control for unconstrained LTI sys-

tems

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu (4.1)

composed of M subsystems, as described in Section 1.5. In this chapter we
assume that each subsystem Σ[i], ∀i ∈M is unconstrained.

4.2.1 Distributed static state-feedback controllers

Next, we propose a distributed controller for (4.1) guaranteeing asymptotic
stability of the closed-loop system when subsystems are plugged in and
out. We achieve decentralization of controller design by treating coupling
terms w[i] = Aijx[j], j ∈ Ni in (1.3) as disturbances for subsystem Σ[i].
However, we also decrease the coupling strength by using a distributed
control architecture where a local controller receives state measurements
from parent subsystems. The local controller C[i] for (1.3) is given by

C[i] : u[i] = Kiix[i] +
∑

j∈Ni

δijKijx[j]. (4.2)

where Kij ∈ Rmi×nj and δij ∈ {0, 1}, i, j ∈ M. Note that, if δij = 0,
∀i ∈ M,∀j ∈ Ni, the control scheme is completely decentralized, since
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each input u[i] depends upon states of system Σ[i] only. Next, we clarify
properties of matrices Kii, i ∈ M that are required for the stability of
system (1.3) controlled by (4.2). The closed-loop dynamics of Σ[i] equipped
with controller C[i] is

x+
[i] = Fiix[i] +

∑

j∈Ni

Fijx[j] (4.3)

where Fii = Aii+BiKii and Fij = Aij + δijBiKij . Therefore, if δij 6= 0, the
distributed controller C[i] allow us to modify the open-loop coupling term
Aij . From (4.3), one obtains the collective closed-loop model

x+ = Fx (4.4)

where F is composed by blocks Fij , i, j ∈M.
Our aim is to design, in a decentralized fashion, controllers C[i], i ∈ M
such that system (4.4) is asymptotically stable. The design procedure will
exploit the following assumption.

Assumption 4.1. The matrices Fii = Aii +BiKii, i ∈M are Schur.

The next Proposition provides the main result on stability of (4.4).

Proposition 4.1. For given matrices Kii, i ∈ M verifying Assumption
4.1, matrices Kij and parameters δij ∈ {0, 1}, j ∈ Ni, if the following
conditions are fulfilled

αi =
∑

j∈Ni

∞∑

k=0

||F kiiFij ||∞ < 1, ∀i ∈M (4.5)

then, the closed-loop system (4.4) is asymptotically stable.

Proof. The proof is given in Appendix 4.6.1.

We highlight that condition (4.5) is based on the small-gain theorem for
networks of systems [DRW07] here used for capturing the propagation of
coupling terms. Moreover, for a given i ∈ M, the quantities αi in (4.5)
depend only on local tunable parameters {Kii, {Kij , δij}j∈Ni

} but not on
parents’ tunable parameters. Hence, controllers C[i] can be designed in
parallel solving the following independent problems for i ∈M.

Problem 4.1 (Pi). Check if there exist Kii, Kij and δij , j ∈ Ni such that
αi < 1.
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Algorithm 4.1 Design of distributed controllers C[i]

Input: Aii, Bi, Ni, {δij}j∈Ni
, {Aij}j∈Ni

.
Output: controller C[i] as in (4.2).

(I) ∀j ∈ Ni, if δij = 1, compute the matrix Kij , solving

min
Kij

||Fij ||p (4.6)

where p is a generic norm.

(II) Compute a matrix Kii such that Assumption 4.1 is fulfilled and
αi < 1. If it does not exist, then stop (the controller C[i] cannot
be designed).

The procedure for solving problems Pi, i ∈M is summarized in Algorithm
4.1.
In order to discuss Step (I) of Algorithm 4.1, assuming p = ∞, we upper
bound αi in (4.5) as

αi =
∑

j∈Ni

∞∑

k=0

||F kiiFij ||∞ ≤
∞∑

k=0

||Fii||k∞
∑

j∈Ni

||Fij ||∞.

Hence, computing Kij as in (4.6) minimizes the upper bound. Moreover,
setting p =∞makes (4.6) is an LP problem. So far, the parameters δij have
been considered fixed. However, if in Step (I) one obtains Kij = 0mi×nj

for
some j ∈ Ni, it is impossible to reduce the magnitude of the coupling term
Fij and the knowledge of x[j] is useless for controller C[i]. This suggests
to revise the choice of δij and set δij = 0. Next, we propose automatic
methods for computing the matrix Ki in Step (II) of Algorithm 4.1.

• The first method hinges on the solution of the following nonlinear
optimization problem

min
Ki

µi (4.7a)

ρ̄(Aii +BiKi) < 1 (4.7b)

αi < 1 (4.7c)

where µi = max(αi, ρ̄(Aii + BiKi)). Since (4.7) is a nonlinear opti-
mization problem, suitable initialization of Ki is needed, therefore we
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initialize Ki as the Linear Quadratic Regulator (LQR) gain associated
to matrices Q̂i ≥ 0ni×ni

and R̂i > 0mi×mi
, i.e.

Ki = (R̂i +BT
i P̄iBi)

−1BT
i P̄iAii (4.8)

where P̄i is the solution to the algebraic Riccati equation

ATiiP̄iAii + Q̂i −ATiiP̄iBi(R̂i +BT
i P̄iBi)

−1BT
i P̄iAii = P̄i. (4.9)

We highlight that in several case studies this procedure for initializing
the optimization algorithm has proved very effective and it has been
implemented in the PnPMPC-toolbox for MatLab [RBFT12] (see Ap-
pendix C). However, we highlight that the optimized matrix Ki from
(4.7) could not be an LQR. For this reason we also propose a second
automatic method that allows one to optimize an LQR.

• We design Ki as the LQR gain associated to matrices Q̂i ≥ 0ni×ni

and R̂i > 0mi×mi
(see formula (4.8)) solving the following nonlinear

optimization problem

min
Q̂i, R̂i

αi (4.10a)

Q̂i ≥ 0ni×ni
, R̂i > 0mi×mi

(4.10b)

αi < 1 (4.10c)

constraints (4.8) and (4.9). (4.10d)

A few remarks on the computations required for solving (4.10) are in
order. The series in (4.5) involve only positive terms and can be easily
truncated if either (4.5) is violated or summands fall below the ma-
chine precision. In order to simplify the optimization problem (4.10)
one can assume Q̂i = diag(q̂i,1, . . . , q̂i,ni

), R̂i = diag(r̂i,1, . . . , r̂i,mi
)

and replace the matrix inequalities in (4.10b) with the scalar inequal-
ities q̂i,k ≥ 0, k ∈ 1 : ni and r̂i,k > 0, k ∈ 1 : mi.

The feasibility of optimization problem (4.7) or (4.10) guarantees that the
controller C[i] can be successfully designed.

4.2.2 Distributed dynamic state-feedback controllers

In this section we generalize the PnP design proposed in Section 4.2. So
far, we considered static state-feedback controllers C[i]. Next, we propose
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the following dynamic state-feedback controller

Ĉ[i] :

x̂+
[i] = Six̂[i] +Giix[i] +

∑

j∈Ni

δ̂ijGijx[j]

u[i] = Hix̂[i] +Kiix[i] +
∑

j∈Ni

δijKijx[j]

(4.11)

where x̂[i] ∈ Rn̂i , Si ∈ Rn̂i×n̂i , Gij ∈ Rn̂i×nj , Hi ∈ Rmi×n̂i and δ̂ij ∈ {0, 1},
∀i, j ∈ M. We highlight that if one assumes n̂i = 0, controller (4.11) can
be written as in (4.2). From (1.2) and (4.11), we obtain the closed-loop
subsystem

[

x[i]

x̂[i]

]+

=

[

Aii +BiKii BiHi

Gii Si

] [

x[i]

x̂[i]

]

+
∑

j∈Ni

[

Aij + δijBiKij 0ni×nj

δ̂ijGij 0n̂i×n̂j

] [

x[j]

x̂[j]

]

(4.12)

and hence, by defining x̂ = (x̂[1], . . . , x̂[M ]) ∈ Rn̂, n̂ =
∑

i∈M n̂i, we obtain
the closed-loop collective system as

[

x
x̂

]+

=

[

F BH
G S

] [

x
x̂

]

(4.13)

where H, G and S are composed by blocks Hi, Gii, δ̂ijGij and Si, ∀i ∈M,
∀j ∈ Ni. As in the previous section, our aim is to design in a decentralized
fashion controllers C[i], ∈ M such that the closed-loop system (4.13) is
asymptotically stable.

Assumption 4.2. The closed-loop decoupled subsystems are asymptotically

stable, i.e. matrices

[

Aii +BiKii BiHi

Gii Si

]

are Schur.

Proposition 4.2. For given matrices Kii, Hi, Si and Gii, i ∈M, verifying
Assumption 4.2 and matrices Kij , Gij and parameters δij , δ̂ij ∈ {0, 1},
j ∈ Ni, if the following conditions are fulfilled for all i ∈M,

α̂i =
∑

j∈Ni

∞∑

k=0

||
[

Aii +BiKii BiHi

Gii Si

]k [

Aij + δijBiKij 0ni×nj

δ̂ijGij 0n̂i×n̂j

]

||∞ < 1,

then, the closed-loop system (4.13) is asymptotically stable.

Proof. The proof is given in Appendix 4.6.2.
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Proposition 4.2 is based on the well-know result that a dynamic state-
feedback controller for an LTI system can be viewed as a static state-
feedback for an augmented system comprising n̂i integrators [BP70]. There-
fore, from Proposition 4.2, we can design controllers Ĉ[i] using a procedure
at all similar to Algorithm 4.1.

4.3 Plug-and-play operations

Consider a system composed by subsystems Σ[i], i ∈ M equipped with
local controllers C[i], i ∈M produced by Algorithm 4.1. In case subsystems
are added or removed, existing controllers have to be redesigned. In this
Section we propose a PnP distributed solution, which requires the redesign
of a limited number of controllers. We assume subsystems get plugged in
and out offline.

4.3.1 Plug-in operation

We start considering plug in of subsystem Σ[M+1], characterized by param-
eters AM+1,M+1, BM+1, XM+1, UM+1, NM+1 and {AM+1,j}j∈NM+1

, into
an existing plant. In particular NM+1 identifies the subsystems that will be
physically coupled to Σ[M+1] and {AM+1,j}j∈NM+1

are the corresponding
coupling terms. For designing the controller C[M+1] we execute Algorithm
4.1 that needs information only from subsystems Σ[j], j ∈ NM+1. If Al-
gorithm 4.1 stops before the last step we declare that Σ[M+1] cannot be
plugged in. Let

Si = {j : i ∈ Nj}
be the set of children of subsystem i. Since Σ[M+1] is now a parent of sub-
systems Σ[j], j ∈ SM+1, existing matrices Kj , j ∈ SM+1 may now result
in αj ≥ 1. Indeed, when Nj gets larger, the quantity αj in (4.5) can only
increase and therefore the condition in (4.5) could be violated. This means
that for each j ∈ SM+1 the controllers C[j] must be redesigned according to
Algorithm 4.1. Again, if Algorithm 4.1 stops before completion for some
j ∈ SM+1, we declare that Σ[M+1] cannot be plugged in.
In conclusion, the addition of system Σ[M+1] triggers the design of con-
troller C[M+1] and the redesign of controllers C[j], j ∈ SM+1 according to
Algorithm 4.1. Note that controller redesign does not propagate further in
the network, i.e. even without changing controllers C[i], i /∈ {M+1}⋃SM+1

stability of the origin and constraint satisfaction are guaranteed for the new
closed-loop system.
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4.3.2 Unplugging operation

We consider plug out of subsystem Σ[k], k ∈ M. Since for each i ∈ Sk the
set Ni gets smaller, we have that αi in (4.5) cannot increase. This means
that for each i ∈ Sk the controller C[i] does not have to be redesigned.
Moreover, since for each system Σ[j], j /∈ {k}⋃Sk, the set Nj does not
change, the redesign of controller C[j] is not required.
In conclusion, the removal of system Σ[k] does not require the redesign of
any controller, in order to guarantee stability of the origin and constraint
satisfaction for the new closed-loop system.

4.3.3 Generalizations to parameter-dependent subsystems

In many engineering applications, parameters of subsystem i are influenced
by parent subsystems. We model this scenario replacing (1.2) with

Σp
[i] : x+

[i] = Aii(Ξi)x[i] +Bi(Ξi)u[i] +
∑

j∈Ni

Aij(Ξi)x[j]

where Ξi = (ξii, {ξij}j∈Ni
) and ξij ∈ Rυij are parameter vectors. We note

that, for given sets Ni, i ∈ M, matrices Aii and Bi are constant and de-
sign of PnP regulators can be still done using the methods described in
Section 4.2.1. Furthermore, the procedure for plug in a new subsystem
can be applied with no change since it requires the redesign of controllers
C[j], j ∈ SM+1, i.e. controllers associated to the subsystems Σp

[j] for which

matrices Ajj and Bj could change. However, when system Σp
[k] gets plug

out, it is now mandatory to retune all controllers C[j], j ∈ Sk since changes
in the matrices Ajj and Bj could hamper the fulfillment of conditions (4.5)
when using the matrices Kjj computed prior to the subsystem removal.
Moreover, if Algorithm 4.1 stops before completing the redesign of con-
trollers C[j], ∀j ∈ Sk, we declare that subsystem Σp

[k] cannot be plugged
out. An example of parameter-dependent subsystems is the PNS described
in Appendix B.

4.4 Example

We consider a LSS composed of M masses connected as in Figure 4.1. Our
purpose is to show how coupling attenuation terms in Algorithm 4.1 can
substantially ease the design of local controllers. Each mass i ∈M = 1 : M ,
is a subsystem with input u[i] and state variables x[i] = (x[i,1], x[i,2]), where
x[i,1] is the displacement with respect to a given equilibrium position, x[i,2]
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x[1,1] x[2,1] x[M−1,1] x[M,1]

u[1] u[2] u[M−1] u[M ]

k12

h12

k23

h23

kM−2,M−1

hM−2,M−1

kM−1,M

hM−1,M

· · ·

Figure 4.1: String of masses.

is the horizontal velocity and 100u[i] is an external force in the horizontal
direction. The values of mi have been extracted randomly in the inter-
val [5, 10] while spring and damping coefficients are identical and equal to
0.5. We obtain subsystems Σ[i] by discretizing continuous-time models with
0.2 sec sampling time, using zero-order-hold discretization for the local dy-
namics and treating x[j], j ∈ Ni as exogenous signals [FCS13]. Controllers
C[i], i ∈ M have been first designed using Algorithm 4.1 with δij = 0,
∀j ∈ Ni. All subsystems fulfill condition (4.5), and therefore Algorithm 4.1
allows us to design, in a decentralized fashion, a static state-feedback decen-
tralized controller. However, as the value of masses mi, i ∈ M decreases,
coupling terms increase, and, at the same point, it becomes impossible to
design decentralized controllers C[i]. For example, if all masses mi are in the
interval [0.01, 0.02], we cannot fulfill conditions (4.5). However, by setting
δij = 1, j ∈ Ni we can completely remove the coupling terms and therefore
the synthesis of controllers C[i] amounts to the synthesis of a state-feedback
controller for each mass without coupling. Moreover, plug in of the new
mass N + 1 does not require the retuning of matrices Kjj, j ∈ SN+1 be-
cause the coupling terms Fij are zeroed by computing Kj N+1 as in (4.6).
This means that, for the system in Figure 4.1, PnP design of distributed
controllers C[i] is always possible.

4.5 Final comments

In this chapter we introduced the basic mathematical tools needed in the
following chapters to design PnP model predictive controllers and PnP state
estimators. We consider unconstrained systems and local state-feedback
controllers that can be either static or dynamic. Moreover we also noted
that if a subsystem depends on a set of parameters, we can still apply PnP
design. This observation plays a crucial role for LSSs as power networks
in which the model of each area depends on parameters of parent subsys-
tems (see Appendix B). In the next chapters, we propose a PnP design for
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constrained systems.

4.6 Appendix

4.6.1 Proof of Proposition 4.1

Proof. Define a matrix M such that its ij-th entry µij is

µij = −1 if i = j
µij =

∑∞
k=0 ‖F kiiFij‖∞ if i 6= j.

Note that all the off-diagonal entries of matrix M are non-negative, i.e., it
is Metzler (see Section A.2 in Appendix A).
Inequalities (4.5) are equivalent to Mν < 0M where ν = 1M . Then, from
Lemma A.1, M is Hurwitz. From Lemma A.2, (4.5) implies that matrix
Γ = M + IM is Schur.
For subsystem Σ[i] in (1.2), where u[i] is defined as in (4.2), we have

x[i](t) = F tiix[i](0) +
t−1∑

k=0

F kii
∑

j∈Ni

Fijx[j](t− k − 1). (4.14)

In view of (4.14) we can write

||x[i](t)||∞ ≤ ||F tii||∞||x[i](0)||∞ +
∑

j∈Ni

γij max
k≤t
||x[j](k)||∞ (4.15)

where γij are the entries of Γ. In order to analyze the stability of the origin
of (4.4), we consider the method proposed in [DRW07]. In view of Corollary
16 in [DRW07], using (4.15), the overall system (4.4) is asymptotically
stable if the gain matrix Γ is Schur. As shown above this property is
implied by (4.5).

4.6.2 Proof of Proposition 4.2

Proof. We note that from (1.2) and (4.11) we can write

x̄[i] = Āiix̄[i] + B̄iū[i] +
∑

j∈Ni

Āij x̄[j] (4.16a)

ū[i] = K̄iix̄[i] +
∑

j∈Ni

K̄ij x̄[j] (4.16b)
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where x̄[i] =

[

x[i]

x̂[i]

]

, ū[i] =

[

u[i]

z[i]

]

, z[i] ∈ Rn̂i can be interpreted as additional

integrators (see [BP70]), Āii =

[

Aii 0ni×n̂i

0n̂i×ni
0n̂i×n̂i

]

, Āij =

[

Aij 0ni×n̂j

0n̂i×nj
0n̂i×n̂j

]

,

B̄i =

[

Bi 0ni×n̂i

0n̂i×mi
In̂i

]

, K̄ii =

[

Kii Hi

Gii Si

]

and K̄ij =

[

δijKij 0mi×n̂j

δ̂ijGij 0n̂i×n̂j

]

,

∀i, j ∈M. Hence subsystem (4.16a) is in the form of subsystem (1.2a) and
(4.16b) in the form of (4.2), then we can prove Proposition 4.2 using the
proof of Proposition 4.1.
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5.1 Introduction

In this chapter we propose a DeMPC schemes with PnP capabilities. Dif-
ferently from Chapter 4, here we assume each subsystem is equipped with
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local constraints. This means that we have to design local controllers that
guarantee asymptotic stability and constraints satisfaction. To achieve our
aims, we will exploit tube-based MPC [MSR05] for the design of robust local
controllers. While this introduces an unavoidable degree of conservatism,
we argue that PnP-DeMPC can be successfully applied in a number of real
world plants where coupling among subsystems is sufficiently weak. As an
example, we will use PnP-DeMPC for designing the Automatic Generation
Control (AGC) layer for frequency control in a realistic power network and
discuss plug in and out of generators areas.
The chapter is structured as follows. The design of decentralized controllers
is introduced in Section 5.2 with a focus on the assumptions needed for
guaranteeing asymptotic stability of the origin and constraint satisfaction.
In Section 5.3 we discuss how to design the local controllers in a distributed
fashion and we discuss the practical design of the local controllers. In
Section 5.4 we describe PnP operations. In Section 5.5 we present the
application of PnP-DeMPC to frequency control in a power network and
Section 5.6 is devoted to concluding remarks.

5.2 Decentralized tube-based MPC of linear sys-
tems

We consider a discrete-time LTI LSS

x+ = Ax + Bu (5.1)

composed of M subsystems, as described in Section 1.5. In this chapter we
consider that each subsystem is equipped with state and input constraints.
More in detail, all subsystem Σ[i], i ∈M, are endowed with the constraints
x[i] ∈ Xi, u[i] ∈ Ui. We define Xi as zonotopic sets

Xi = {x[i] ∈ R
ni : Fix[i] ≤ 1τ̄i

}
= {x[i] ∈ R

ni : x[i] = Ξi̥i, ||̥i||∞ ≤ 1}
(5.2)

where Fi = (fTi,1, . . . , f
T
i,τ̄i

) ∈ Rτ̄i×ni , rank(Fi) = ni, ̥i ∈ Rei , Ξi ∈ Rni×ei .
Furthermore, Ui, i ∈M are polytopic sets

Ui = {u[i] ∈ R
mi : Hiu[i] ≤ 1τui

},

where Hi = (hTi,1, . . . , h
T
i,τui

) ∈ Rτui
×mi .
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5.2.1 Decentralized tube-based MPC

In this section we propose a decentralized controller for (5.1) guaranteeing
asymptotic stability of the origin of the closed-loop system and constraint
satisfaction.
In the spirit of tube-based control [MSR05], we treat w[i] in (1.3) as a
disturbance and we define the nominal system

Σ̂[i] : x̂+
[i] = Aiix̂[i] +Biv[i] (5.3)

with input v[i], obtained from (1.3) by neglecting the disturbance term w[i].
Subsystem Σ[i] will be equipped with controller C[i] given by

C[i] : u[i] = v[i] +Ki(x[i] − x̄[i]) (5.4)

where Ki ∈ Rmi×ni , i ∈ M and variables v[i] and x̄[i] will be computed by
a local state-feedback MPC scheme, i.e. there exist functions κi(·) : Rni →
Rmi and ηi(·) : Rni → Rni such that v[i] = κi(x[i]) and x̄[i] = ηi(x[i]). Note
that the controller C[i] is completely decentralized, since it depends upon
quantities of subsystem Σ[i] only.

Remark 5.1. In order to illustrate the meaning of (5.4), assume that x̄[i](t) =
x̂[i](t), ∀t ≥ 0. Then, introducing the error z[i] = x[i]− x̂[i], from (1.3), (5.3)
and (5.4) we obtain

z+
[i] = (Aii +BiKi)z[i] +w[i]. (5.5)

When Aii + BiKi is Schur and w[i] is bounded ∀t ≥ 0, (5.5) guarantees
that x[i]− x̂[i] remains bounded regardless of the exerted control action v[i].
Moreover, if w[i](t) = 0, the state x[i](t) achieves perfect tracking of the
nominal state x̂[i](t) in the asymptotic regime.

Defining the collective variables

x̄ = (x̄[1], . . . , x̄[M ]) ∈ R
n, v = (v[1], . . . , v[M ]) ∈ R

m

and the matrix K = diag(K1, . . . ,KM ) ∈ Rm×n, from (1.3) and (5.4) one
obtains the collective model

x+ = (A + BK)x + B(v−Kx̄). (5.6)

The following assumptions will be needed for designing stabilizing con-
trollers C[i].
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Assumption 5.1. (i) The matrices Fi = Aii +BiKi, i ∈M are Schur.

(ii) The matrix F = A + BK is Schur.

We discuss now constraint satisfaction, assuming subsystems Σ[i], i ∈ M
are equipped with constraints x[i] ∈ Xi and u[i] ∈ Ui. If we define the sets
X =

∏

i∈M Xi and U =
∏

i∈M Ui, then we obtain the following constraints
for the collective system (5.1)

x ∈ X, u ∈ U. (5.7)

As in tube-based MPC [MSR05], our goal is to compute tightened state
constraints X̂i ⊆ Xi and input constraints Vi ⊆ Ui that, through (5.4), will
allow us to fulfill (5.7) at time k+1 when x̄[i](k) ∈ X̂i(k) and v[i](k) ∈ Vi(k).

Next, we characterize the shape of sets X̂i and Vi, i ∈ M. Sets X̂i are
zonotopes:

X̂i = {x̂[i] ∈ R
ni : F̂ix̂[i] ≤ l̂i1¯̂τi

}
= {x̂[i] ∈ R

ni : x̂[i] = Ξ̂i ˆ̥ i, || ˆ̥ i||∞ ≤ l̂i}
(5.8)

where l̂i ∈ R+, F̂i = (f̂Ti,1, . . . , f̂
T
i,¯̂τ i

) ∈ R
¯̂τi×ni , ˆ̥ i ∈ Rêi and Ξ̂i ∈ Rni×êi .

Moreover we assume that F̂i and Ξ̂i are given, whereas l̂i are free param-
eters that will be tuned in the control design procedure. Sets Vi, i ∈ M
are polytopes containing the origin in their interior, that, without loss of
generality, are defined as follows

Vi = {v[i] ∈ R
mi : hTi,τv[i] ≤ 1− lvi,τ

, ∀τ ∈ 1 : τui
}

= {v[i] ∈ R
mi : Hiv[i] ≤ 1τui

− lvi
},

(5.9)

where lvi
= (lvi,1 , . . . , lvi,τui

) and lvi,τ
∈ R+, τ ∈ 1 : τui

are free parameters.

Similarly to [KG98], under Assumption 5.1-(i) and the definition of sets Xi,
i ∈ M there exist nonempty RPI sets Zi ⊆ Rni , i ∈ M for the dynamics
(5.5) and

w[i] ∈Wi =
⊕

j∈Ni

AijXj. (5.10)

In particular, for δi > 0, we denote with Zi(δi) an RPI set that is a δi-outer
approximation of the mRPI for (5.5) and w[i] ∈Wi.
For guaranteeing (5.7) we introduce the following assumption.
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Assumption 5.2. For all i ∈ M there exist δi > 0 and nonempty con-
straint sets X̂i and Vi verifying

X̂i ⊕ Zi(δi) ⊆ Xi (5.11a)

Vi ⊕KiZi(δi) ⊆ Ui. (5.11b)

Under Assumptions 5.1 and 5.2, as in [MSR05], we set in (5.4)

v[i](t) = κi(x[i](t)) = v[i](0|t), x̄[i](t) = ηi(x[i](t)) = x̂[i](0|t) (5.12)

where v[i](0|t) and x̂[i](0|t) are optimal values of variables v[i](0) and x̂[i](0),
respectively, obtained by solving the following MPC-i problem at time t

P
N
i (x[i](t)) :

min
x̂[i](0)

v[i](0:Ni−1)

Ni−1
∑

k=0

ℓi(x̂[i](k), v[i](k)) + Vfi
(x̂[i](Ni)) (5.13a)

x[i](t)− x̂[i](0) ∈ Zi(δi) (5.13b)

x̂[i](k + 1) = Aiix̂[i](k) +Biv[i](k) k ∈ 0 : Ni − 1 (5.13c)

x̂[i](k) ∈ X̂i, v[i](k) ∈ Vi k ∈ 0 : Ni − 1 (5.13d)

x̂[i](Ni) ∈ X̂fi
(5.13e)

In (5.13), Ni ∈ N is the prediction horizon, ℓi(x̂[i](k), v[i](k)) : Rni×mi →
R0+ is the stage cost and Vfi

(x̂[i](Ni)) : Rni → R0+ is the final cost, fulfilling
the following assumption.

Assumption 5.3. For all i ∈ M, there exists an auxiliary control law
κauxi (x̂[i]) and a K∞ function Bi such that:

(i) ℓi(x̂[i], v[i]) ≥ Bi(||(x̂[i], v[i])||), for all x̂[i] ∈ Rni, v[i] ∈ Rmi and
ℓi(0ni

,0mi
) = 0;

(ii) X̂fi
⊆ X̂i is an invariant set for x̂+

[i] = Aiix̂[i] +Biκ
aux
i (x̂[i]);

(iii) ∀x̂[i] ∈ X̂fi
, κauxi (x̂[i]) ∈ Vi;

(iv) ∀x̂[i] ∈ X̂fi
, Vfi

(x̂+
[i])− Vfi

(x̂[i]) ≤ −ℓi(x̂[i], κ
aux
i (x̂[i])).
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We highlight that there are several methods, discussed e.g. in [RM09], for
computing ℓi(·), Vfi

(·) and Xfi
verifying Assumption 5.3.

The next theorem provides the main results on stability of the closed-loop
system (5.6) and (5.12) equipped with constraints (5.7).

Theorem 5.1. Let Assumptions 5.1-5.3 hold. Define the feasibility region
for the MPC-i problem as

X
N
i = {s[i] ∈ Xi : (5.13) is feasible for x[i](t) = s[i]}

and the collective feasibility region as XN =
∏

i∈M XNi .
Then

(i) if x(0) ∈ XN , i.e. x[i](0) ∈ XNi for all i ∈ M, constraints (5.7) are
fulfilled at all time instants;

(ii) the origin of the closed-loop system (5.6) and (5.12) is asymptotically
stable and XN is a region of attraction.

Proof. The proof of Theorem 5.1 is given in Appendix 5.7.1.

5.3 Decentralized synthesis of DeMPC

In this section we discuss the decentralized design of the DeMPC scheme
given by (5.4) and (5.13). Our method hinges on the following proposition.

Proposition 5.1. For given matrices Ki, i ∈ M, verifying Assumption
5.1-(i), if the following conditions are fulfilled

αi =
∑

j∈Ni

∞∑

k=0

||FiF ki AijF ♭j ||∞ < 1, ∀i ∈M (5.14)

then

(I) Assumption 5.1-(ii) holds.

(II) For all i ∈M, defining for τ ∈ 1 : τ̄i

L̂i,τ =
1−∑

j∈Ni

∑∞
k=0 ||fTi,τF ki AijΞj||∞
||fTi,τ Ξ̂i||∞

, (5.15)

there is δi > 0 such that

L̂i = min
τ∈1:τ̄i

L̂i,τ −
||fTi,τ ||∞δi
||fTi,τ Ξ̂i||∞

> 0. (5.16)
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Furthermore, choosing l̂i ∈ (0, L̂i] and the set X̂i as in (5.8), the
inclusion (5.11a) holds.

(III) For δi > 0 verifying (5.16) assume the following condition is fulfilled

βi(δi) = max
τ∈1:τui

l̂vi,τ
(δi) < 1 (5.17)

with

l̂vi,τ
(δi) = sup

zi∈Zi(δi)
hTi,τKizi, τ ∈ 1 : τui

. (5.18)

Then, choosing Vi as in (5.9) for lvi,τ
= l̂vi,τ

(δi), the inclusion
(5.11b) holds.

Proof. The proof of Proposition 5.1 is given in Appendix 5.7.2.

As for conditions (4.5), the main tool used in the proof of Proposition 5.1,
is the small gain theorem for networks [DRW07]. However, differently from
Proposition 4.1, here conditions (5.14) take into account that local states
(and hence coupling terms) are bounded. This explains why matrices Fi
defined in (5.2) appear in (5.14).
We highlight that, for a given i ∈ M, the quantities αi in (5.14), L̂i
in (5.16), and βi(δi) in (5.17) depend only upon local fixed parameters
{Aii, Bi,Fi,Hi}, parents’ fixed parameters {Aij ,Ξj}j∈Ni

(or equivalently
{Aij ,Fj}j∈Ni

) and local tunable parameters {Ki, δi} but not on parents’
tunable parameters. Moreover, also the computation of sets Zi(δi) depends
upon the same parameters. This implies that the choice of {Ki, δi} does
not influence the choice of {Kj , δj}j 6=i and therefore, in order to verify As-
sumptions 5.1 and 5.2, we need to solve the following independent problems
for i ∈M.

Problem 5.1 (Pi). Check if there exist Ki and δi > 0 such that αi < 1,
L̂i > 0 and βi(δi) < 1.

The solution to Problems Pi also allows for the decentralized design of
controllers MPC-i that, using the synthesis methods reviewed in [RM09],
can also satisfy Assumption 5.3. The overall procedure for the decentralized
synthesis of local controllers C[i], i ∈M is summarized in Algorithm 5.1.
Next, we propose an automatic method for computing the matrix Ki and
δi > 0 in Step (I) of Algorithm 5.1. Differently from [RFFT13b], next
we describe the method implemented in the PnPMPC-toolbox for MatLab



82
Chapter 5. Plug-and-play decentralized MPC based on

nonlinear optimization

Algorithm 5.1 Design of controller C[i] for subsystem Σ[i]

Input: Aii, Bi, Xi, Ui, Ni, {Aij}j∈Ni
, {Xj}j∈Ni

Output: controller C[i] in (5.4)

(I) Find Ki and δi > 0 such that Assumption 5.1-(i) is fulfilled, αi < 1,
(5.16) holds and βi(δi) < 1. If they do not exist stop (the controller
C[i] cannot be designed).

(II) Compute sets Wi =
⊕

j∈Ni
AijXj and Zi(δi).

(III) Compute L̂i as in (5.16), choose l̂i = L̂i and define X̂i as in (5.8).

(IV) Compute l̂vi,τ
(δi) as in (5.18), set lvi,τ

= l̂vi,τ
(δi) and define Vi as in

(5.9).

(V) Compute ℓi(·), Vfi
(·) and X̂fi

verifying Assumption 5.3.

[RBFT12] (see Appendix C). We solve the nonlinear optimization problem

min
δi, Ki

µi (5.19a)

ρ̄(Aii +BiKi) < 1 (5.19b)

δi > 0, αi < 1, L̂i > 0, βi(δi) < 1 (5.19c)

where µi = max(αi, βi(δi), ρ̄(Aii +BiKi)). Since (5.19) is a nonlinear opti-
mization problem, suitable initializations of Ki and δi are needed, therefore
we initialize δi with a small value and Ki as the LQR gain associated to ma-
trices Q̂i ≥ 0ni×ni

and R̂i > 0mi×mi
(see formula (4.8)), that are considered

as inputs for the nonlinear optimization. We highlight that in several case
studies this procedure for initializing the optimization algorithm has proved
very effective. We also note that problem (5.19) allows us to compute a
matrix Ki that fulfills all assumptions of Proposition 5.1.
A few remarks on the computations required for solving (5.19) are in order.
First, beside the computation of Ki, problem (5.19) requires the compu-
tation of the set Zi(δi) that can be done using methods in [RKKM05],
simplified as follows. Under the definition (5.2) of sets Xi, the set Wi =
⊕j∈Ni

AijXj is a zonotope and can be written as Wi = {w[i] ∈ Rni : w[i] =
Ξwi

̥wi
, ||̥wi

||∞ ≤ 1}, with Ξwi
∈ Rni×nwi and ̥wi

∈ Rnwi . Hence, using
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the procedure proposed in [RKKM05], the set Zi(δi) is also a zonotope, that
can be written as Zi(δi) = {z[i] ∈ Rni : z[i] = Ξzi

̥zi
, ||̥zi

||∞ ≤ 1}, with

Ξzi
∈ Rni×nzi and ̥zi

∈ Rnzi , where Ξzi
=

[

Ξwi
FiiΞwi

. . . F si−1
ii Ξwi

]

with si ∈ N+ computed using Algorithm 5.1 in [RKKM05]. Since Wi and
Zi(δi) are zonotopes, using (A.2) we can derive an explicit formula for the
support functions used in Algorithm 5.1 in [RKKM05] and rewrite (5.18)
as

l̂vi,τ
(δi) = ||ΞTzi

KT
i hi,τ ||1, ∀τ ∈ 1 : τui

.

Second, we highlight that in absence of input constraints Ui, constraint
βi(δi) < 1 is not necessary, hence in (5.19) the explicit computation of RPI
sets Zi(δi) is not required. Indeed if Ui = Rmi , the inclusion (5.11b) holds
for all sets Vi ⊆ Rmi . Third, the series in (5.14) and (5.15) involve only pos-
itive terms and can be easily truncated if either the involved inequalities are
violated or summands fall below the machine precision. Finally, we high-
light that the feasibility of problem (5.19) guarantees that the controller C[i]

can be successfully designed. In this respect, feasibility of (5.19) provides
an automatic way for testing the applicability of our design method.

5.4 Plug-and-play operations

Consider a plant composed by subsystems Σ[i], i ∈M equipped with local
controllers C[i], i ∈ M produced by Algorithm 5.1. In case subsystems
are added or removed, existing controllers have to be redesigned. In this
Section we propose a PnP distributed solution, which requires the redesign
of a limited number of controllers. As mentioned in Section 1.1.5, we assume
subsystems get plugged in and out offline.

5.4.1 Plug-in operation

We start considering plug in of subsystem Σ[M+1], characterized by param-
eters AM+1,M+1, BM+1, XM+1, UM+1, NM+1 and {AM+1,j}j∈NM+1

, into
an existing plant. In particular NM+1 identifies the subsystems that will be
physically coupled to Σ[M+1] and {AM+1,j}j∈NM+1

are the corresponding
coupling terms. For designing the controller C[M+1] we execute Algorithm
5.1 that needs information only from systems Σ[j], j ∈ NM+1. If Algorithm
5.1 stops before the last step we declare that Σ[M+1] cannot be plugged in.
Let

Si = {j : i ∈ Nj} (5.20)
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be the set of children of subsystem i. Since Σ[M+1] is now a new parent of
subsystems Σ[j], j ∈ SM+1, existing matrices Kj , j ∈ SM+1 may now result

in αj ≥ 1 or L̂j ≤ 0 or βi(δi) ≥ 1. Indeed, when Nj gets larger, the quan-
tity αj in (5.14) (respectively L̂j in (5.16)) can only increase (respectively
decrease). Furthermore, the size of the set Zj(δj) increases (because the
set Wi in (5.10), gets bigger) and therefore the condition in (5.17) could
be violated. This means that for each j ∈ SM+1 the controllers C[j] must
be redesigned according to Algorithm 5.1. Again, if Algorithm 5.1 stops
before completion for some j ∈ SM+1, we declare that Σ[M+1] cannot be
plugged in.
In conclusion, the addition of system Σ[M+1] triggers the design of con-
troller C[M+1] and the redesign of controllers C[j], j ∈ SM+1 according to
Algorithm 5.1. Note that controller redesign does not propagate further in
the network, i.e. even without changing controllers C[i], i /∈ {M+1}⋃SM+1

stability of the origin and constraint satisfaction are guaranteed for the new
closed-loop system.

5.4.2 Unplugging operation

We consider plug out of subsystem Σ[k], k ∈M and define Sk as in (5.20).
Since for each i ∈ Sk the set Ni gets smaller, we have that αi in (5.14)
(respectively L̂i in (5.16)) cannot increase (respectively decrease). Further-
more, the size of the set Zi(δi) cannot increase and therefore the inequality
(5.17) cannot be violated. This means that for each i ∈ Sk the controller
C[i] does not have to be redesigned. Moreover, since for each system Σ[j],
j /∈ {k}⋃Sk, the set Nj does not change, the redesign of controller C[j] is
not required.
In conclusion, the removal of system Σ[k] does not require the redesign of
any controller, in order to guarantee stability of the origin and constraint
satisfaction for the new closed-loop system. However systems Σ[i], i ∈ Sk,
have one parent less and redesign of controllers C[i] through Algorithm 5.1
could improve the performance. Furthermore, as discussed in Section 4.3.3,
redesign is mandatory when matrices Aii and Bi contain parameters that
depend upon parent subsystems (see Section 5.5.3 for an example).

5.5 Example: power network system

In this section, we apply the proposed DeMPC scheme to the PNS proposed
in Appendix B. In particular we will show advantages brought about by
PnP-DeMPC when generation areas are connected/disconnected to/from
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an existing network. In the following we first design the AGC layer for
the PNS of Scenario 1 in B.1.1 and then we show how in presence of con-
nection/disconnection of an area (Scenario 2 and 3, in Sections B.1.2 and
B.1.2, respectively) the AGC can be redesigned via plug-in and unplugging
operations. All controllers have been designed using the PnPMPC-toolbox
for MatLab [RBFT12]1 (see also Appendix C).

5.5.1 Scenario 1

We consider the PNS proposed in Section B.1.2. For each subsystem Σ[i]

we synthesize the controller Ki, i ∈M solving the nonlinear optimization
problem (5.19) with Q̂i and R̂i as in (B.4), ∀i ∈M, and obtain the following
matrices

K1 = −
[

5.431 1.632 0.246 −0.202
]

,

K2 = −
[

3.315 −0.660 0.628 −0.934
]

,

K3 = −
[

6.705 10.943 0.510 −0.193
]

,

K4 = −
[

6.461 13.008 0.574 0.176
]

,

that allow inequalities (5.14) to be fulfilled. Hence K verifies Assumption
5.1-(ii). Setting δi = 10−5, ∀i ∈M and applying Steps (I)-(V) of Algorithm
5.1, we can compute sets Zi(δi), X̂i and Vi such that inclusions (5.11a) and
(5.11b) hold, ∀i ∈ M. Control variables u[i] are obtained through (5.4)
where v[i] = κi(x[i]) and x̄[i] = ηi(x[i]) are computed at each time t solving
the optimization problem (5.13) and replacing the cost function in (5.13a)
with the following one depending upon xO[i] and uO[i] (see Section B.2 for
more details)

t+Ni−1
∑

k=t

(||x̂[i](k)− xO[i]||2Qi
+ ||v[i](k)− uO[i]||2Ri

) + ||x[i](t+Ni)− xO[i]||2Si
.

Note that, except for the above modification of the cost function, that is
needed for counteracting load disturbances, we followed exactly the design
procedure described in Section 5.2. Moreover, we highlight that each area
can locally absorb the load steps specified in Table B.3 of Appendix B. This
is also shown by convergence to zero of the power transfer between areas i
and j represented in Figure 5.2.

1All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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(a) Frequency deviation in each area controlled by the proposed DeMPC (contin-
uous line) and CeMPC (dashed line).
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 5.1: Simulation Scenario 1: 5.1a Frequency deviation and 5.1b Load
reference in each area.

In Figure 5.1 we compare the performance of proposed DeMPC with the
performance of CeMPC. For CeMPC we consider the controller proposed
in Section B.2. In the control experiment, step power loads ∆PLi

specified
in Table B.3 of Appendix B have been used and they account for the step-
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Figure 5.2: Simulation Scenario 1: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

like changes of the control variables in Figure 5.1. We highlight that the
performance of DeMPC and CeMPC are similar, in terms of frequency
deviation (Figure 5.1a), control variables (Figure 5.1b) and power transfers
∆Ptieij

(Figure 5.2). A detailed analysis, using performance criteria in
Section B.2.1, shows that, in each area, the proposed DeMPC allows to
reject power loads producing more local power, instead of importing power
from parent areas. This is highlighted in Tables 5.1 and 5.2 where since
DeMPC import less power than CeMPC, the performance index η is bigger,
while the performance index Φ is much lower than CeMPC.

5.5.2 Scenario 2

We consider the power network proposed in Scenario 1 and we add a fifth
area connected as in Section B.1.2. Therefore, the set of children of sub-
system 5 is S5 = {2, 4}. As described in Section 5.4.1, only systems Σ[j],
j ∈ S5 update their controller C[j]. For subsystems Σ[j], j ∈ S5, since the set
Nj changes, we retune controllers C[j] using Algorithm 5.1. In particular,
we compute Kj , j ∈ S5 and K5 using the procedure described in Section
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5.3 with Q̂k and R̂k as in (B.4), k ∈ {5}⋃ S5 and obtain

K2 = −
[

2.692 −0.143 0.641 −0.869
]

,

K4 = −
[

2.474 0.102 0.598 −0.740
]

,

K5 = −
[

2.769 −2.966 0.484 −0.472
]

,

that allow inequalities (5.14) to be verified for systems Σ[j], j ∈ S5 and Σ[5].
Therefore K fulfills Assumption 5.1-(ii). Setting δj = 10−5, j ∈ S5 and
δ5 = 10−5, the execution of Algorithm 5.1 does not stop before completion
and hence we compute the new sets Zj(δj), X̂j and Vj, j ∈ {5}

⋃ S5.
We highlight that no retuning of controllers C[1] and C[3] is needed since
subsystems Σ[1] and Σ[3] are not children of subsystem Σ[5].
In Figure 5.3 we compare the performance of proposed DeMPC with the
performance of CeMPC. In the control experiment, step power loads ∆PLi

specified in Table B.4 in Section B.1.2 have been used and they account for
the step-like changes of the control variables in Figure 5.3. We highlight
that the performance of DeMPC and CeMPC are similar, in terms of fre-
quency deviation (Figure 5.3a), control variables (Figure 5.3b) and power
transfers ∆Ptieij

(Figure 5.4). Moreover similarly to Scenario 1, DeMPC
as better performance than CeMPC in terms of power exchanged (see per-
formance criteria Φ in Table 5.2).

5.5.3 Scenario 3

We consider the power network described in Scenario 2 and disconnect the
area 4, as in Section B.1.3. The set of children of subsystem 4 is S4 = {3, 5}.
Because of disconnection, subsystems ΣC

[j], j ∈ S4 change their parents and
local dynamics Ajj. Moreover, it is possible to verify that matrices Kj

computed in Scenario 2 do not solve Problem Pj , j ∈ S4. Then as described
in Section 5.4.2, each subsystem ΣC

[j], j ∈ S4 must retune controller C[j] by
running Algorithm 5.1. In particular, we compute K3 and K5 using the
procedure proposed in Section 5.3 with Q̂i and R̂i as in (B.4), j ∈ S4 and
obtain

K3 = −
[

3.402 2.110 0.163 −0.273
]

,

K5 = −
[

3.230 −2.087 0.236 −0.150
]

,

that allows one to verify inequalities (5.14) for systems Σ[j], j ∈ S4. There-
fore K is such that Assumption 5.1-(ii) holds. Setting δj = 10−5, j ∈ S4,
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(a) Frequency deviation in each area controlled by the proposed DeMPC (contin-
uous line) and CeMPC (dashed line).
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 5.3: Simulation Scenario 2: 5.3a Frequency deviation and 5.3b Load
reference in each area.

the execution of Algorithm 5.1 does not stop before completion and hence
we compute the new sets Zj(δj), X̂j and Vj, j ∈ S4. We highlight that
retuning of controllers C[1] and C[2] is not needed since systems Σ[1] and Σ[2]

are not children of subsystem Σ[4].
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Figure 5.4: Simulation Scenario 2: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

In Figure 5.5 we compare the performance of proposed DeMPC with the
performance of CeMPC. In the control experiment, step power loads ∆PLi

specified in Table B.5 in Section B.1.3 have been used also in this case.
We highlight that the performance of DeMPC and CeMPC are similar in
terms of frequency deviation (Figure 5.5a), control variables (Figure 5.5b)
and power transfers ∆Ptieij

(Figure 5.6). Moreover similarly to Scenarios
1 and 2, DeMPC as better performance than CeMPC in terms of power
exchanged (see performance criteria Φ in Table 5.2).

Scenario 1 Scenario 2 Scenario 3
MPCdiag MPCzero MPCdiag MPCzero MPCdiag MPCzero

CeMPC 0.0249 0.0249 0.0346 0.0347 0.0510 0.0511
PnP-DeMPC +20.88% +20.88% +10.40% +10.09% +4.51% +4.31%

Table 5.1: Value of the performance parameter η for CeMPC (first line)
and percentage change using DeMPC schemes proposed in this chapter for
the AGC layer.
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(a) Frequency deviation in each area controlled by the proposed DeMPC (contin-
uous line) and CeMPC (dashed line).
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 5.5: Simulation Scenario 3: 5.5a Frequency deviation and 5.5b Load
reference in each area.
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Figure 5.6: Simulation Scenario 3: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

Scenario 1 Scenario 2 Scenario 3
MPCdiag MPCzero MPCdiag MPCzero MPCdiag MPCzero

CeMPC 0.0030 0.0029 0.0063 0.0061 0.0060 0.0058
PnP-DeMPC −46.67% −44.83% −25.40% −22.95% −25.00% −22.41%

Table 5.2: Value of the performance parameter Φ for CeMPC (first line)
and percentage change using DeMPC schemes proposed in this chapter for
the AGC layer.

5.6 Final comments

In this chapter we proposed a tube-based DeMPC scheme for linear con-
strained systems, with the goal of stabilizing the origin of the closed-loop
system and guaranteeing constraints satisfaction. The key feature of our
approach is that the design procedure does not require any centralized com-
putation. Furthermore, it enables PnP operations, that can be performed
solving suitable nonlinear optimization problems. In Chapter 6 we will
propose a tube-base DeMPC that allows one to design each controller C[i]

solving a suitable LP problem. Moreover in Chapter 7 we will show how to
attenuate coupling terms with parent subsystems and how to enhance ro-
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bustness of the DeMPC scheme. In Chapter 9 we will extend the proposed
PnP-DeMPC to the output-feedback case.

5.7 Appendix

5.7.1 Proof of Theorem 5.1

Proof. The proof uses arguments similar to the ones adopted in [FS12] for
proving Theorem 1.
We first show recursive feasibility, i.e. that x[i](t) ∈ XNi , ∀i ∈ M implies
x[i](t+ 1) ∈ XNi .
Assume that, at instant t, x[i](t) ∈ XNi . The optimal nominal input and
state sequences obtained by solving each MPC-i problem PNi are

v[i](0 : Ni − 1|t) = {v[i](0|t), . . . , v[i](Ni − 1|t)}

and
x̂[i](0 : Ni|t) = {x̂[i](0|t), . . . , x̂[i](Ni|t)},

respectively. Define vaux[i] (Ni|t) = κauxi (x̂[i](Ni|t)) and compute x̂aux[i] (Ni +

1|t) according to (5.13c) from x̂[i](Ni|t) and v[i](Ni|t) = vaux[i] (Ni|t). Note
that, in view of constraint (5.13e) and points (ii) and (iii) of Assumption
5.3, vaux[i] (Ni|t) ∈ Vi and x̂aux[i] (Ni + 1|t) ∈ X̂fi

⊆ X̂i. We also define the
input sequence

v̄[i](1 : Ni|t) = {v[i](1|t), . . . , v[i](Ni − 1|t), vaux[i] (Ni|t)} (5.21)

and the state sequence produced by (5.13c) from the initial condition
x̂[i](0|t) and the input sequence v̄[i](1 : Ni|t), i.e.

¯̂x[i](1 : Ni + 1|t+ 1) = {x̂[i](1|t), . . . , x̂[i](Ni|t), x̂aux[i] (Ni + 1|t)}. (5.22)

In view of the constraints (5.13) at time t and recalling that Zi(δi) is an RPI
for (5.13) and w[i] ∈Wi =

⊕

j∈Ni
AijXj, we have that x[i](t+1)− x̂[i](1|t) ∈

Zi(δi). Therefore, we can conclude that the state and the input sequences
¯̂x[i](1 : Ni + 1|t) and v̄[i](1 : Ni|t) are feasible at t + 1, since constraints
(5.13b)-(5.13e) are satisfied. This proves recursive feasibility.
We now prove convergence of the optimal cost function.
We define

P
N,0
i (x̂[i](0|t)) = min

v[i](0:Ni−1|t)

Ni−1
∑

k=0

ℓi(x̂[i](k), v[i](k)) + Vfi
(x̂[i](Ni))
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subject to the constraints (5.13c)-(5.13e). By optimality, using the feasible
control law (5.21) and the corresponding state sequence (5.22) one has

P
N,0
i (x̂[i](1|t)) ≤

Ni∑

k=1

ℓi(x̂[i](k|t), v[i](k|t))+Vfi
(x̂aux[i] (Ni+1|t+1)) (5.23)

where it has been set v[i](Ni|t) = vaux[i] (Ni|t). Therefore we have

P
N,0
i (x̂[i](1|t)) − P

N,0
i (x̂[i](0|t)) ≤ −ℓi(x̂[i](0|t), v[i](0|t))+

+ ℓi(x̂[i](Ni|t), vaux[i] (Ni|t)) + Vfi
(x̂aux[i] (Ni + 1|t)) − Vfi

(x̂aux[i] (Ni|t)).
(5.24)

In view of Assumption 5.3-(iv), from (5.24) we obtain

P
N,0
i (x̂[i](1|t))− P

N,0
i (x̂[i](t)) ≤ −ℓi(x̂[i](t), v[i](t))

and therefore x̂[i](0|t)→ 0ni
and v[i](0|t)→ 0mi

as t→∞.
Next we prove convergence to zero of state trajectories x(t) of the closed-
loop system with x(0) ∈ XN .
Recall that the state x(t) evolves according to the equation (5.6). By
asymptotic convergence to zero of the nominal state and input signals
x̂[i](0|t) and v[i](0|t) respectively, using the diagonal structure of B and K,
we obtain that B(v(0|t) − Kx̂(0|t)) is an asymptotically vanishing term.
Under Assumption 5.1-(ii), A + BK is Schur, hence we obtain x(t) → 0n
as t→∞.

5.7.2 Proof of Proposition 5.1

Proof of (I)

Proof. Define a matrix M such that its ij-th entry µij is

µij = −1 if i = j

µij =
∑∞
k=0 ‖FiF ki AijF ♭j‖∞ if i 6= j.

Note that all the off-diagonal entries of matrix M are non-negative, i.e., M
is Metzler (see Section A.2 in Appendix A).
Inequalities (5.14) are equivalent to Mν < 0M where ν = 1M . Then, from
Lemma A.1, M is Hurwitz. From Lemma A.2, (5.14) implies that matrix
Γ = M + IM is Schur.
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For system Σ[i] in (1.3), when u[i] is defined as in (5.4), v[i] = 0mi
and

x̄[i] = 0ni
, we have

x[i](t) = F ti x[i](0) +
t−1∑

k=0

F ki
∑

j∈Ni

Aijx[j](t− k − 1). (5.25)

In view of (5.25) we can write

||Fix[i](t)||∞ ≤ ||FiF tiF ♭i ||∞||Fix[i](0)||∞ +
∑

j∈Ni

γij max
k≤t
||Fjx[j](k)||∞.

where γij are the entries of Γ. Denoting x̃[i] = Fix[i], we can collectively
define x̃ = F̃x, where F̃ = diag(F1, . . . ,FM ). From the definition of sets
Xi, we have rank(F̃) = n. We define the system

x̃+ = (Ã + B̃K̃)x̃ (5.26)

where Ã = F̃AF̃ ♭, B̃ = F̃B and K̃ = KF̃ ♭. In order to analyze the stabil-
ity of the origin of (5.26), we consider the method proposed in [DRW07].
In view of Corollary 16 in [DRW07], the overall system (5.26) is asymptot-
ically stable if the gain matrix Γ is Schur. As shown above this property is
implied by (5.14).
Moreover, system (5.26) is an expansion of the original system (see Chap-
ter 3.4 in [Lun92]). In view of the inclusion principle (see Theorem 3.3 in
[Lun92] and [Sta04] for a discrete-time version), the asymptotic stability of
(5.26) implies the asymptotic stability of the original system.

Proof of (II)

Proof. First note that, for i ∈ M, in view of (5.2) ||fTi,τΞi||∞ = 1 for all
τ ∈ 1 : τ̄i and therefore ||FiΞi||∞ = 1. This implies that ||fTi,τF ki AijΞj||∞ ≤
||fTi,τF ki AijF ♭j ||∞||FjΞj||∞ = ||fTi,τF ki AijF ♭j ||∞ ≤ ||FiF ki AijF ♭j ||∞. There-
fore, in view of (5.14), for all τ ∈ 1 : τ̄i

∞∑

k=0

∑

j∈Ni

||fTi,τF ki AijΞj||∞ ≤
∞∑

k=0

∑

j∈Ni

||FiF ki AijF ♭j ||∞ < 1.

Now we want to find l̂i > 0 such that, simultaneously, the inclusion (5.11a)
holds and Zi(δi) is a δi−outer approximation of the mRPI Zi. The mRPI
for (5.5) is given by [RKKM05]

Zi =
∞⊕

k=0

F ki
⊕

j∈Ni

AijXj. (5.27)
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From [RKKM05], for given δi > 0 there exist γi ∈ [0, 1) and si ∈ N+ such
that the set

Zi(δi) = (1− γi)−1
si−1
⊕

k=0

F ki
⊕

j∈Ni

AijXj

is a δi−outer approximation of the mRPI Zi.
Define X̄i = X̂i⊕Zi(δi). Following the proof of Proposition 2 in [FS12] and
using arguments from Section 3 of [KG98], we can then guarantee (5.11a)
if X̄i ⊆ Xi, which holds if, for all τ ∈ 1 : τ̄i

sup
z[i]∈Zi(δi)

x̂[i]∈X̂i

fTi,τ (z[i] + x̂[i]) ≤ 1. (5.28)

Using (A.3) and (5.27), the inequalities (5.28) are verified if

sup
{x[j](k)∈Xj}k=0,...,∞

j∈Ni

x̂[i]∈X̂i

σi∈Bδi
(0ni

)

hxi,τ ({x[j](k)}k=0,...,∞
j∈Ni

, x̂[i]) + ||fTi,τσi||∞ ≤ 1 (5.29)

where hxi,τ (·) = fTi,τ (
∑∞
k=0 F

k
i

∑

j∈Ni
Aijx[j](k) + x̂[i]).

Since ||fTi,τσi||∞ ≤ ||fTi,τ ||∞δi, conditions (5.29) are satisfied if

sup
{x[j](k)∈Xj}k=0,...,∞

j∈Ni

x̂[i]∈X̂i

hxi,τ ({x[j](k)}k=0,...,∞
j∈Ni

, x̂[i]) ≤ 1− ||fTi,τ ||∞δi. (5.30)

Using (5.2) and (5.8) we can rewrite (5.30) as

sup
{||̥j(k)||∞≤1}k=0,...,∞

j∈Ni

|| ˆ̥ i||∞≤l̂i

hdi,τ ({̥j(k)}k=0,...,∞
j∈Ni

, ˆ̥ i) ≤ 1− ||fTi,τ ||∞δi (5.31)

where hdi,τ (·) = fTi,τ (
∑∞
k=0 F

k
i

∑

j∈Ni
AijΞj̥j(k) + Ξ̂i ˆ̥ i).

The inequalities (5.31) are satisfied if

∞∑

k=0

∑

j∈Ni

||fTi,τF ki AijΞj||∞ + ||fTi,τ Ξ̂i||∞ l̂i ≤ 1− ||fTi,τ ||∞δi (5.32)

for all τ ∈ 1 : τ̄i.
In view of (5.15) there exist sufficiently small δi > 0 and l̂i > 0 satisfy-
ing (5.32) (and therefore verifying (5.11a)), e.g. choosing l̂i ∈ (0, L̂i].
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Proof of (III)

Proof. For each i ∈M, we want to find tightened input constraint Vi such
that (5.11b) holds. Following the rational used in Section 3 of [KG98],
from definition of sets Ui and Vi, (5.11b) holds if (5.17) is satisfied. Hence,
choosing Vi as in (5.9), for lvi,τ

= l̂vi,τ
(δi) the inclusion (5.11b) holds.
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6.1 Introduction

As in Chapter 5, we propose a PnP design procedure hinging on the notion
of tube MPC [RM05] for handling coupling among subsystems, and aim at
stabilizing the origin of the whole closed-loop system while guaranteeing
satisfaction of constraints on local inputs and states. However, we advance
the design procedure in Chapter 5 in several directions. First, in Chap-
ter 5 the most critical step in the design of local MPC controllers requires
the solution to nonlinear optimization problems. In this Chapter, using lo-
cal tube MPC regulators based on Robust Control Invariant (RCI) sets, we
guarantee overall stability and constraints satisfaction solving LP problems
only. Second, in Chapter 5 stability requirements where fulfilled imposing
an aggregate sufficient small-gain condition for networks. In this Chapter,
we resort instead to set-based conditions that are usually less conservative.
Third, while methods in Chapter 5 were tailored to decentralized control
only, the new PnP-DeMPC can also admit a distributed implementation
tacking advantage of pieces of information transmitted online from parent
subsystems to their children. As for any decentralized synthesis procedure
our method involves some degree of conservativeness [BL88] and its poten-
tial application to real-world systems will be discussed through examples.
In particular, as in Chapter 5, we present an application of PnP-DeMPC to
frequency control in power networks. Furthermore we highlight computa-
tional advantages brought about by our method by considering the control
of a large array of masses connected by springs and dampers.
The chapter is structured as follows. The design of decentralized controllers
is introduced in Section 6.2 with a focus on the assumptions needed for
guaranteeing asymptotic stability of the origin and constraint satisfaction.
In Section 6.3 we discuss how to design local controllers in a distributed
fashion by solving LP problems and in Section 6.4 we describe PnP oper-
ations. In Section 6.5 we show how to enhance the control scheme taking
advantage of pieces of information received from parents. In Section 6.6
we present applicative examples and Section 6.7 is devoted to concluding
remarks.

6.2 Decentralized tube-based MPC of linear sys-
tems

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu (6.1)
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composed of M subsystems, in accordance with the notation introduced in
Section 1.5. In this chapter we consider subsystems equipped with state
and input constraints (see Section 1.5). The next assumption characterizes
the shape of constraints Xi and Ui, i ∈M.

Assumption 6.1. Constraints Xi and Ui are PC-sets.

From Assumption 6.1 constraints Xi and Ui are polytopes given by

Xi = {x[i] ∈ R
ni : cTxi,τ

x[i] ≤ 1, ∀τ ∈ 1 : τxi } (6.2a)

Ui = {u[i] ∈ R
mi : cTui,τ

u[i] ≤ 1, ∀τ ∈ 1 : τui }, (6.2b)

where cxi,τ
∈ Rni and cui,τ

∈ Rmi .

6.2.1 Decentralized efficient tube-based MPC

In this section we propose a decentralized controller for (6.1) guaranteeing
asymptotic stability of the origin of the closed-loop system and constraint
satisfaction.
In the spirit of optimized tube-based control [RM05], we treat w[i] in (1.3)

as a disturbance and define the nominal system Σ̂[i] as

Σ̂[i] : x̂+
[i] = Aiix̂[i] +Biv[i] (6.3)

where v[i] is the input. Note that (6.3) has been obtained from (1.3a) by
neglecting the disturbance term w[i].
As in [RM05] our goal is to relate inputs v[i] in (6.3) to u[i] in (1.3a) and
compute sets Zi ⊆ Rn, i ∈M such that

x[i](0) ∈ x̂[i](0)⊕ Zi ⇒ x[i](t) ∈ x̂[i](t)⊕ Zi, ∀t ≥ 0.

In other words, we want to confine x[i](t) in a tube around x̂[i](t) of section
Zi.
To achieve our aim, we define the set Zi, ∀i ∈ M as an RCI set for the
constrained system (1.3a), with respect to the disturbance wi ∈ Wi =
⊕

j∈Ni
AijXj. From the definition of RCI set, we have that if x[i] ∈ Zi,

then there exist u[i] = κ̄i(x[i]) : Zi → Ui such that x+
[i] ∈ Zi, ∀w[i] ∈ Wi.

Note that, by construction, one has Zi ⊆ Xi and therefore the RCI set Zi

could not exist if Wi is “too big”, i.e. Wi ⊇ Xi. Moreover if x[i] ∈ x̂[i] ⊕ Zi

and one uses the controller

C[i] : u[i] = v[i] + κ̄i(x[i] − x̄[i]) (6.4)
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then for all v[i] ∈ Rmi , one has x+
[i] ∈ x̂+

[i] ⊕ Zi.

The next goal is to compute tightened constraints X̂i ⊆ Xi and input con-
straints Vi ⊆ Ui guaranteeing that

x̂[i](t) ∈ X̂i, v[i](t) ∈ Vi, ∀i ∈M⇒ x(t+ 1) ∈ X, u(t) ∈ U.

To this purpose, we introduce the following assumption.

Assumption 6.2. There exist ρi,1 > 0, ρi,2 > 0 such that Zi⊕Bρi,1(0ni
) ⊆

Xi and Uzi
⊕Bρi,2(0mi

) ⊆ Ui, where Bρi,1(0ni
) ⊂ Rni and Bρi,2(0mi

) ⊂ Rmi

and Uzi
= κ̄i(Zi).

Assumption 6.2 implies that the coupling of subsystems connected in a
cyclic fashion must be sufficiently small. As an example, for two subsystems
Σ[1] and Σ[2] where each one is parent of the other one, Assumption 6.2
implies that Z1 ⊆ X1 and Z2 ⊆ X2. Since, by construction, Zi ⊇ Wi, one
has A21X1 ⊆ X2 and A12X2 ⊆ X1 that implies A12A21X1 ⊆ X1. These
conditions are similar to the ones arising in the small gain theorem for
networks [DRW07].
If Assumption 6.2 is verified, there are constraint sets X̂i and Vi, i ∈ M,
that verify

X̂i ⊕ Zi ⊆ Xi (6.5a)

Vi ⊕ Uzi
⊆ Ui. (6.5b)

Similarly to Section 5.2.1 in Chapter 5, under Assumptions 1.1, 6.1 and
6.2, we set in (6.4)

v[i](t) = κi(x[i](t)) = v[i](0|t), x̄[i](t) = ηi(x[i](t)) = x̂[i](0|t) (6.6)

where v[i](0|t) and x̂[i](0|t) are optimal values of variables v[i](0) and x̂[i](0),
respectively, appearing in the MPC-i problem (5.13), that is solved at time
t, where in (5.13b) we substitute the RPI set Zi(δi) with the RCI set Zi,
therefore we have the constraint

x[i](t)− x̂[i](0) ∈ Zi. (6.7)

Moreover, in order to design a stabilizing MPC-i controller, Assumption 5.3
must be fulfilled. With abuse of notation, we will refer the MPC-i controller
using equation (5.13). In summary, the controller C[i] is given by (6.4), (6.6)
and (5.13) and depends upon quantities of system Σ[i] only. Therefore the
collective controller for (6.1) is decentralized. The main problem that still
has to be solved in the design of local controllers is the following one.
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Problem 6.1 (P). Compute RCIs Zi, i ∈ M for (1.3), if they exist,
verifying Assumption 6.2.

In the next section, we show how to solve it in a distributed fashion with
efficient computations under Assumption 1.1 and 6.1. In this case, we will
also show how sets X̂i and Vi verifying (6.5a) and (6.5b) can be readily
computed.

Remark 6.1. In this section, as in Chapter 5, we introduced a DeMPC
scheme based on tube-based control. In Chapter 5, using the robust con-
trol scheme proposed in [MSR05], we set κ̄i(·) as a linear function, i.e.
κ̄i(x[i]− x̂[i]) = Ki(x[i]− x̂[i]). This choice has the disadvantage of requiring
the computation of matrices Ki, i ∈M, fulfilling a global stability assump-
tion. Differently, in the next section, using the control scheme proposed in
[RM05], we will guarantee the overall stability for the closed-loop system
through a suitable local computation of sets Zi.

6.3 Decentralized synthesis of DeMPC

Through the procedure proposed in [RB10], we can compute an RCI set
Zi ⊂ Xi using an appropriate parametrization. As in Section VI of [RB10],
we define ∀i ∈M the set of variables θi as

θi = {z̄(s,f)
[i] ∈ R

ni ∀s ∈ A5
i , ∀f ∈ A1

i ; (6.8a)

ū
(s,f)
[i] ∈ R

mi ∀s ∈ A3
i , ∀f ∈ A1

i ; (6.8b)

ρ
(f1,f2)
i ∈ R ∀f1 ∈ A1

i , ∀f2 ∈ A1
i ; (6.8c)

ψ
(τ,s)
i ∈ R ∀r ∈ A2

i , ∀s ∈ A3
i ; (6.8d)

γ
(τ,s)
i ∈ R ∀r ∈ A4

i , ∀s ∈ A3
i ; (6.8e)

αi ∈ R} (6.8f)

with A1
i = 1 : qi, A2

i = 1 : τui , A3
i = 0 : ki − 1, A4

i = 1 : τxi and A5
i = 0 : ki,

where ki, qi ∈ N are parameters of the procedure that can be chosen by the
user as well as the set

Z̄
0
i = convh({z̄(0,f)

[i] ∈ R
ni, ∀f ∈ A1

i }), z̄(0,1)
[i] = 0ni

.

The following assumption is needed to compute the RCI set Zi.

Assumption 6.3. The set Z̄0
i is such that there is ωi > 0 verifying Wi ⊕

Bωi
(0ni

) ⊆ Z̄0
i .
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We highlight that, in view of Assumption 6.1, the set Wi contains the origin
in its nonempty relative interior. Hence, under Assumption 6.3, the set Z̄0

i

also contains the origin in its nonempty interior.
Let us define the sets

Z̄
s
i = convh({z̄(s,f)

[i] ∈ R
ni , ∀f ∈ A1

i }), ∀s ∈ A5
i , z̄

(s,1)
[i] = 0ni

,

Ū
s
zi

= convh({ū(s,f)
[i] ∈ R

mi , ∀f ∈ A1
i }), ∀s ∈ A3

i , ū
(s,1)
[i] = 0mi

.

Consider the following set of affine constraints on the decision variable θi

Θi = {θi :

αi < 1, −αi ≤ 0 (6.9a)

z
(ki,f1)
[i] =

qi∑

f2=1

ρ
(f1,f2)
i z

(0,f2)
[i] ∀f1 ∈ A1

i ; (6.9b)

− αi +
qi∑

f2=1

ρ
(f1,f2)
i ≤ 0 ∀f1 ∈ A1

i ; (6.9c)

− ρ(f1,f2)
i ≤ 0 ∀f1 ∈ A1

i , ∀f2 ∈ A1
i ; (6.9d)

ki−1
∑

s=0

ψ
(τ,s)
i + αi < 1 ∀τ ∈ A2

i ; (6.9e)

cTui,τ
ū

(s,f)
[i] ≤ ψ(τ,s)

i ∀τ ∈ A2
i ,∀s ∈ A3

i ,∀f ∈ A1
i ; (6.9f)

ki−1
∑

s=0

γ
(τ,s)
i + αi < 1 ∀τ ∈ A4

i ; (6.9g)

cTxi,τ
z̄

(s,f)
[i] ≤ γ(τ,s)

i ∀τ ∈ A4
i ,∀s ∈ A3

i ,∀f ∈ A1
i ; (6.9h)

z̄
(s+1,f)
[i] = Aiiz̄

(s,f)
[i] +Biū

(s,f)
[i] ∀s ∈ A3

i ,∀f ∈ A1
i }. (6.9i)

The relation between elements of Θi and the RCI sets in Problem P is
established in the next proposition.

Proposition 6.1. Let Assumptions 1.1 and 6.3 hold and sets Xi and Ui

be defined as in (6.2a) and (6.2b) respectively. Let ki > 0. If there exist an
admissible θi ∈ Θi, then

Zi = (1− αi)−1
ki−1⊕

s=0

Z̄
s
i ⊂ Xi (6.10)
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is an RCI set and the corresponding set Uzi
is given by

Uzi
= (1− αi)−1

ki−1⊕

s=0

Ū
s
zi
⊂ Ui. (6.11)

Proof. In Section 3 of [RB10], the authors prove that set Zi defined as in
(6.10) is an RCI set and that the inclusions in (6.5a) and (6.5b) hold.

Remark 6.2. Under Assumption 6.1 the feasibility problem (6.9) is an LP
problem, since the constraints in Θi are affine. In [RB10] the authors
propose to find θi ∈ Θi while minimizing different cost functions under
constraints Θi in order to achieve different aims. In our context the most
important goal is the minimization of αi that corresponds to the minimiza-
tion of the size of the set Zi. We also note that the inclusion of 0ni

in
the definition of sets Z̄si , ∀s ∈ 0 : ki, ensures that Z̄si contains the origin
and hence, under Assumption 6.3, Zi contains the origin in its nonempty
interior.

We highlight that the set of constraints Θi depends only upon local fixed
parameters {Aii, Bi,Xi,Ui}, fixed parameters {Aij ,Xj}j∈Ni

of parents of
Σ̂[i] (because from Assumption 6.3 the set Z̄0

i must be defined in such a way
that Z̄0

i ⊇Wi =
⊕

j∈Ni
AijXj) and local tunable parameters θi (the decision

variables (6.8)). Moreover Θi does not depend on tunable parameters of
parents. This implies that the computation of sets Zi and Uzi

in (6.10)
and (6.11) does not influence the choice of Zj and Uzj

, j 6= i and therefore
Problem P is decomposed in the following independent LP problems for
i ∈M.

Problem 6.2 (Pi). Solve the feasibility LP problem θi ∈ Θi.

If Problem Pi is solved, then ∀i ∈ M we can compute sets X̂i and Vi in
(6.5a) and (6.5b) as

X̂i = Xi ⊖ Zi, Vi = Ui ⊖ Uzi
. (6.12)

The overall procedure for the decentralized synthesis of local controllers C[i],
i ∈ M is summarized in Algorithm 6.1 whose properties are summarized
in the next proposition.

Proposition 6.2. Under Assumption 1.1 and 6.1 if, for all i ∈ M, con-
trollers C[i] are designed according to Algorithm 6.1, then also Assumptions
6.2, 5.3 and 6.3 are verified.
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Proof. Assumptions 5.3 and 6.3 are enforced in Steps (IIIiii) and (I) of Al-
gorithm 6.1, respectively. As for Assumption 6.2, because of the inequality
in (6.9e), constraints (6.9e)-(6.9f) guarantee the existence of ρi,2 > 0 such
that Uzi

⊕ Bρi,2(0mi
) ⊆ Ui. Similarly, because of the inequality in (6.9g),

one has that (6.9g) and (6.9h) imply the existence of ρi,1 > 0 such that
Zi ⊕Bρi,1(0ni

) ⊆ Xi.

Algorithm 6.1 Design of controller C[i] for subsystem Σ[i]

Input: Aii, Bi, Xi, Ui, Ni, {Aij}j∈Ni
, {Xj}j∈Ni

, ki > 0
Output: controller C[i] given by (6.4), (6.6) and (5.13)

(I) Compute the set Wi =
⊕

j∈Ni
AijXj and choose Z̄0

i such that Xi ⊇
Z̄0
i ⊇ Wi ⊕ Bωi

(0ni
) for a sufficiently small ωi > 0. If Z̄0

i does not
exist stop (the controller C[i] cannot be designed)

(II) Solve the feasibility LP problem θi ∈ Θi. If it is unfeasible stop (the
controller C[i] cannot be designed).

(III) Design controller MPC-i by

(i) Computing Zi as in (6.10) and Uzi
as in (6.11).

(ii) Computing X̂i and Vi as in (6.12).

(iii) Choosing ℓi(·), Vfi
(·) and X̂fi

verifying Assumption 5.3.

(IV) Choose the function κ̄i in (6.4).

If in Step (II) of Algorithm 6.1 the LP problem is infeasible, we can restart
the Algorithm with a different ki. However the existence of a parameter ki
such that the LP problem is feasible is not guaranteed [RB10]. Steps (IIIi),
(IIIii) and (IIIiii) of Algorithm 6.1, that provide constraints appearing in
the MPC-i problem (5.13), are the most computationally expensive ones
because they involve Minkowski sums and differences of polytopic sets.
Next, we show how to avoid burdensome computations.

6.3.1 Implicit representation of sets Zi and Uzi

In this section we show how to rewrite constraint (6.7) by exploiting the im-
plicit representation of set Zi proposed in Section VI.B of [RB10]. Recalling
that Zi is the Minkowski sum of ki polytopes and that, for all s ∈ 0 : ki−1,
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polytope Z̄si is described by the convex combination of points z̄(s,f)
[i] , we

have

z̃s[i] ∈ Z̄
s
i if ∀f ∈ 1 : qi,∃β(s,f)

i ≥ 0

such that
qi∑

f=1

β
(s,f)
i = 1 and z̃s[i] =

qi∑

f=1

β
(s,f)
i z̄

(s,f)
[i] .

Hence we have that x[i](t)− x̂[i](0|t) ∈ Zi if and only if ∀f ∈ 1 : qi,∀s ∈ 0 :

ki − 1 there exist β(s,f)
i ∈ R such that

β
(s,f)
i ≥ 0 (6.13a)
qi∑

f=1

β
(s,f)
i = 1 (6.13b)

x[i](t)− x̂[i](0|t) = (1− αi)−1
ki−1∑

s=0

qi∑

f=1

β
(s,f)
i z̄

(s,f)
[i] . (6.13c)

In other words we add to the optimization problem (5.13) the variables

β
(s,f)
i and replace (6.7) with constraints (6.13a)-(6.13c).

With similar arguments, we can also provide an implicit representation of
sets Uzi

. In particular, we have that uz [i] ∈ Uzi
if and only if ∀f ∈ 1 :

qi,∀s ∈ 0 : ki − 1 there exist φ(s,f)
i ∈ R such that

φ
(s,f)
i ≥ 0
qi∑

f=1

φ
(s,f)
i = 1

uz [i] = (1− αi)−1
ki−1∑

s=0

qi∑

f=1

φ
(s,f)
i ū

(s,f)
[i] .

6.3.2 Computation of sets X̂i and Vi

In this section we show how to compute sets X̂i and Vi in (6.12) using the
implicit representation of Zi and Uzi

.
Using (6.10) we can rewrite X̂i = Xi ⊖ (1− αi)−1 ⊕ki−1

s=0 Z̄si . Recalling that

Z̄si ,∀s ∈ 0 : ki − 1 are defined as the convex hull of points z̄(s,f)
[i] , f ∈ 1 : qi,

we can compute the set X̂i using Algorithm 6.2.
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Algorithm 6.2 Computation of the set X̂i

Input: set Xi defined as in (6.2a), points z̄(s,f)
[i] ,∀s ∈ 0 : ki − 1,∀f ∈ 1 : qi

and scalar αi.
Output: set X̂i.

(I) C̄i = (cTxi,1
, . . . , cTxi,τx

i

) ∈ Rτ
x
i

×ni and D̄i = 1τx
i

(II) For each s ∈ 0 : ki − 1

(i) For each f ∈ 1 : qi

C̃i = (C̄i, C̄i) and D̃i = (D̄i, D̄i − (1− αi)−1C̄iz̄
(s,f)
[i] )

(ii) Remove redundant constraints from C̃ix̂[i] ≤ D̃i so obtaining
the inequalities C̄ix̂[i] ≤ D̄i

(III) Set X̂i = {x̂[i] : C̄ix̂[i] ≤ D̄i} where C̄i ∈ Rτ̂
x
i

×ni and D̄i ∈ Rτ̂
x
i

In particular, the operation in Step (IIii) amounts to solve suitable LP
problems. We can compute Vi using the implicit representation of Uzi

in
a similar way. Indeed it suffices to use Algorithm 6.2 replacing Xi with Ui

defined in (6.2b) and points z̄(s,f)
[i] with points ū(s,f)

[i] ,∀s ∈ 0 : ki − 1,∀f ∈
1 : qi.

6.3.3 Evaluation of control law κ̄i(·)
In Section 6.2, we introduced local controllers C[i]. Note that in (6.4) the
control law u[i] is composed by the term v[i], that is computed by solving
the local MPC-i problem (5.13), and the term κ̄(z[i]) with z[i] = x[i] − x̂[i].
Since κ̄i(·) depends on x̂[i], we need to solve the MPC-i problem (5.13)
and then compute κ̄i(z[i]). The control law κ̄(z[i]) ∈ Uzi

guarantees that
if x[i](t) − x̂[i](0|t) ∈ Zi (i.e. MPC-i problem (5.13) is feasible) then there
is a λi > 0 such that x[i](t + 1) − x̂[i](1|t) ∈ λiZi. To compute the control
law κ̄i(z[i]) one can use the methods proposed in [Bla91] or in [RB10]. In
[Bla91] the authors propose to solve an LP problem in order to maximize
the contractivity parameter λi, i.e. for a given z[i] we compute κ̄i(z[i]) ∈ Uzi

by minimizing the scalar λi such that Aiiz[i] + Biκ̄i(z[i]) ∈ λZi ⊖Wi. In
[RB10] the authors propose an implicit representation of controller κ̄i(z[i])
based on the implicit representation (6.13) of set Zi. In our framework we
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want to take advantages of both approaches and compute the control law
κ̄i(·) solving the following LP problem

P̄i(z[i]) : min
µ,β

(s,f)
i

µ (6.14a)

β
(s,f)
i ≥ 0, ∀f ∈ 1 : qi,∀s ∈ 0 : ki − 1 (6.14b)
qi∑

f=1

β
(s,f)
i = µ ∀s ∈ 0 : ki − 1 (6.14c)

µ ≥ 0 (6.14d)

z[i] = (1− αi)−1
ki−1
∑

s=0

qi∑

f=1

β
(s,f)
i z̄

(s,f)
[i] (6.14e)

and setting

κ̄i(z[i]) = (1−αi)−1
ki−1∑

s=0

κ̄si (z[i]), where κ̄si (z[i]) =
qi∑

f=1

β̄
(s,f)
i ū

(s,f)
[i] (6.15)

where β̄(s,f)
i are the optimizers to (6.14). Solving LP problem (6.14), we

compute a control law κ̄i(·) that tries to keep the state x[i] and the nominal
state x̂[i] as close as possible. According to [Gal95] we can assume without
loss of generality that κ̄i(·) is a continuous piecewise affine map. Note that
since Z̄0

i ⊆ Zi, if z[i] = 0ni
no control action is needed in order to guarantee

robust invariance. Indeed, in this case an optimal solution to (6.14) is µ = 0

and β
(s,f)
i = 0, ∀f ∈ 1 : qi,∀s ∈ 0 : ki − 1 and therefore κ̄i(z[i]) = 0.

6.3.4 Analysis of the closed-loop system

Defining the collective variables

x̄ = (x̄[1], . . . , x̄[M ]) ∈ R
n, v = (v[1], . . . , v[M ]) ∈ R

m

and the function

κ̄(x) = (κ̄1(x[1]), . . . , κ̄M (x[M ])) : Rn → R
m,

from (1.3) and (6.4) one obtains the collective model

x+ = Ax + Bv + Bκ̄(x− x̄). (6.16)
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Definition 6.1. The feasibility region for the MPC-i problem is

X
N
i = {s[i] ∈ Xi : (5.13) is feasible for x[i](t) = s[i]}

and the collective feasibility region is

X
N =

∏

i∈M

X
N
i . (6.17)

The next theorem summarizes the key properties of the closed-loop system
(6.16).

Theorem 6.1. Let Assumptions 1.1 and 6.1 hold. Assume controllers C[i]

in (6.4) are computed using Algorithm 6.1 and let the function κ̄i be given
by (6.15). Then, the origin of (6.16) is asymptotically stable, XN is a
region of attraction and x(0) ∈ XN guarantees constraints x(t) ∈ X and
u(t) ∈ U are fulfilled at all time instants.

Proof. The proof of Theorem 6.1 is given in Appendix 6.8.1.

Remark 6.3. In Remark 6.1, we highlighted that the main difference with
the PnP scheme proposed in Chapter 5 is the computation of sets Zi and
functions κ̄i(·), ∀i ∈ M. We note that in Chapter 5, the computation of
Ki and Zi requires the solution to a nonlinear optimization problem. In
this section, we have shown that for the PnP scheme proposed in Section
6.2, using results from [RB10], we can compute set Zi and function κ̄i(·)
solving LP problems only.

6.4 Plug-and-play operations

In this section we discuss the synthesis of new controllers and the redesign of
existing ones when subsystems are added to or removed from system (1.3).
The goal is to preserve stability of the origin and constraint satisfaction for
the new closed-loop system. Note that plug in and out of subsystems are
here considered as offline operations, i.e. they do not induce a switching
dynamics. As a starting point, we consider a plant composed by subsys-
tems Σ[i], i ∈ M equipped with local controllers C[i], i ∈ M produced by
Algorithm 6.1. We also define Sk = {k : i ∈ Nk} as the set of children of
Σ[k].
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6.4.1 Plug-in operation

Assume subsystem Σ[M+1], characterized by parameters AM+1 M+1, BM+1,
XM+1, UM+1, NM+1 and {AM+1 j}j∈NM+1

, is plugged in. For building the
controller C[M+1] we execute Algorithm 6.1 that needs information only
from subsystems Σ[j], j ∈ NM+1. If there is no solution to the feasibility
LP problem in Step (II) of Algorithm 6.1, we declare that Σ[M+1] cannot
be plugged in. Since each subsystem Σ[j], j ∈ SM+1 has the new parent
Σ[M+1], the set Wj gets bigger and the set Z̄0

j already computed could fail
to verify the inclusions in Step (I) of Algorithm 6.1. In this case, the con-
troller C[j] must be redesigned. Again, if Algorithm 6.1 stops in Step (II),
we declare that Σ[M+1] cannot be plugged in.
Note that redesign of controllers C[i], i /∈ {M + 1}⋃SM+1 is not required
in order to guarantee convergence to zero of the origin and constraint sat-
isfaction for the new closed-loop system.

6.4.2 Unplugging operation

Assume that subsystem Σ[k], k ∈M gets plug out. Since for each i ∈ Sk the
set Ni gets smaller, also Wi gets smaller and the set Z̄0

i already computed
still verifies the inclusions in Step (I) of Algorithm 6.1. This means that, for
each i ∈ Sk, the previously computed θi in Step (II) of Algorithm 6.1 still
verifies θi ∈ Θi and hence the controller C[i] does not have to be redesigned.
Also controllers C[j], j /∈ {k}

⋃ Sk do not have to be redesigned because sets
Nj do not change. However, we highlight that since systems Σ[i], i ∈ Sk
have one parent less, the redesign of controllers C[i] through Algorithm 6.1
could improve the performance.

6.5 Distributed online implementation of C[i]

In Section 6.2, we introduced decentralized local controllers C[i] that, using
the nominal model (6.3) and local information only, can control system i
without the knowledge of the state of the parents. However, our framework
allows one to take advantage of information from parents systems without
redesigning controllers C[i].
If at time t the controller of system Σ[i] can receive the value of states
x[j](t),∀j ∈ Ni from parents, we can define the new controller Cdis[i] as

Cdis[i] : u[i] = v[i] + κ̄disi (x[i] − x̂[i], {x[j]}j∈Ni
). (6.18)
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In (6.18) the term v[i] is the same appearing in the controller C[i] and is
obtained by solving the MPC-i problem (5.13). Similarly to the control law
κ̄i(·) in (6.4), the second term in (6.18) must guarantee robust invariance of
the set Zi and it can be computed by solving (6.14) with constraint (6.14e)
replaced by

Aiiz[i] +Biuz [i] +
∑

j∈Ni

Aijx[j] = (1− αi)−1
ki−1∑

s=0

qi∑

f=1

β
(s,f)
i z̄

(s,f)
[i] (6.19)

where uz [i] ∈ Rmi are additional optimization variables. The desired control
term is then given by κ̄disi (x[i]−x̂[i], {x[j]}j∈Ni

) = uz [i]. Note that constraint
(6.19) allows us to compute κ̄disi (·) taking into account the real state of
parents at time t. Using (6.5b) and (6.18), we can still guarantee input
constraints (6.2b) adding the following constraints in the LP problem P̄i in
(6.14)

cTui,τ
uz [i] ≤ 1− cTui,τ

v[i], ∀τ ∈ 1 : τui .

We highlight that the LP problem (6.14) is feasible if and only if the new LP
problem is feasible. In fact, using the definition of robust control invariance,
the LP problem (6.14) is feasible if there exist uz [i] ∈ Uzi

such that z+
[i] =

Aiiz[i] + Biuz [i] + w[i] ∈ Zi,∀w[i] ∈ Wi. The fact that
∑

j∈Ni
Aijx[j] ∈ Wi

guarantees the feasibility of both LP problems.
We show advantages of including information from parents through an
example. Consider two dynamically coupled systems equipped with con-
trollers synthesized using Algorithm 6.1 and assume x[1](0) = 0n1 and
x[2](0) 6= 0n2 /∈ Z2. Without exchange of information, the solution to
the MPC-i problem (5.13) is v[1](0) = 0m1 and x̂[1](0) = 0n1 for the first
subsystem and v[2](0) 6= 0m2 and x̂[2](0) 6= 0n2 for the second subsystem,
hence the solution of the LP problem (6.14) will be κ̄1(z[1]) = 0m1 and
κ̄2(z[2]) 6= 0m2 . This means we apply a control action to subsystem 2
only. However, x[1](1) 6= 0n1 because of coupling. Differently, solving the
LP problem (6.14) with constraint (6.14e) replaced by (6.19), we obtain
κ̄1(z[1]) 6= 0m1 and κ̄2(z[2]) 6= 0m2 . Therefore, we apply a control action
on both subsystems because subsystem 1 tries to counteract in advance
coupling with subsystem 2.

6.6 Examples

In this section, we illustrate three examples.
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1. A low-order system composed by the interconnection of two mass-
spring-damper systems, allowing decentralized and distributed im-
plementations of local controllers to be compared.

2. The PNSs proposed in Appendix B, where we compare the perfor-
mance of the proposed controllers with CeMPC and with the PnP
controllers proposed in Chapter 5 (PnP-DeMPC-rpi). Furthermore,
we discuss PnP operations corresponding to the addition and removal
of power generation areas;

3. A LSS composed by an array of 1024 mass-spring-damper systems.

All examples and simulations are implemented using the PnPMPC-toolbox
for Matlab [RBFT12] (see Appendix C).

6.6.1 Comparison of DeMPC and DiMPC controllers

In this section, we compare the performance of controllers C[i] and Cdis[i] . We
consider the example illustrated in Figure 6.1.

x[1] x[2]

u[1] u[2]

k12

h12

Figure 6.1: Example system.

The system is composed by two trucks coupled by a spring and a damper.
Parameters values are: m1 = 2, m2 = 4, k12 = 0.4 and h12 = 0.3. Each
truck i ∈M = {1, 2}, is a subsystem with state variables x[i] = (x[i,1], x[i,2])
and input u[i], where x[i,1] is the displacement of truck i with respect to a
given equilibrium position, x[i,2] is the velocity of the truck i and 100u[i] is a
force applied to truck i. Subsystems are equipped with the state constraints
|x[i,1]| ≤ 4.5, |x[i,2]| ≤ 2, i ∈ M and with the input constraints |u[i]| ≤
1.5, i ∈ {1, 2}. We obtain models Σ[i] by discretizing the second order
continuous-time system representing each truck with 0.1 sec sampling time,
using exact discretization and treating u[i] and x[j], j ∈ Ni as exogenous
signals [FCS13]. We synthesized controllers C[i], i ∈ M using Algorithm
6.1. At time t we compute the control action u[i] and apply it to the
continuous-time system, keeping the value constant between time t and
t+ 1. We assume x[1](0) = (0, 0) and x[2](0) = (3, 0).
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In Figure 6.2 we show the results obtained using controllers C[i] and Cdis[i] in
the time interval from 0 to 0.3 sec. We note that for the controller C[1], since
x[1](0) = 02 one has u[1](0) = 0. Indeed the solutions to optimization prob-
lems (5.13) and (6.14) are v[1](0) = 0 and κ1(z[1](0)) = 0. For the second
truck the control action is u[2](0) = −0.76 because x[2](0) 6= 02. However,
one has x[1](1) 6= 02 because of coupling. Using the distributed controller
Cdis[1] , since x[1](0) = 02 and x[2](0) 6= 02, one has u[1](0) = −0.012. Indeed
the solution to the LP problem (6.14), with (6.14e) replaced by (6.19),
gives κ̄1(z[1]) 6= 0. Figure 6.2a shows the position of each truck: we note
that using controllers Cdis[i] , the position of the first truck does not change
significantly because the controller tries to counteract in advance coupling
with subsystem 2. This shows the benefits of a distributed implementation
of local controllers. The state and input trajectories of the second truck
are almost identical when using controllers C[i] and Cdis[i] because the state
of the first truck is approximately zero.

6.6.2 Power network system

In this section, we apply the proposed DeMPC and DiMPC schemes to the
PNS proposed in Appendix B. We will show advantages brought about by
PnP-DeMPC when generation areas are connected/disconnected to/from
an existing network. In the following we first design the AGC layer for
the PNS of Scenario 1 in B.1.1 and then we show how in presence of con-
nection/disconnection of an area (Scenario 2 and 3, in Sections B.1.2 and
B.1.2, respectively) the AGC can be redesigned via plug-in and unplugging
operations1.

Scenario 1

We consider the PNS proposed in Section B.1.2. For each system Σ[i] we
synthesize the controller C[i], i ∈ M using Algorithm 6.1. Note that in
Step (II) of Algorithm 6.1 only the feasibility of LP problem is required.
Therefore the synthesis of controllers C[i] is computationally more efficient
than the nonlinear procedure proposed in Step (I) of Algorithm 5.1.
In Figure 6.3 we compare the performance of the proposed DeMPC scheme
with the performance of the CeMPC controller. For CeMPC we consider
the controller proposed in Section B.2. In the control experiment, step
power loads ∆PLi

specified in Table B.3 of Appendix B have been used

1All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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Figure 6.2: Simulation over the first three time-instants with initial state
x = (0, 0, 3, 0).

and they account for the step-like changes of the control variables in Figure
6.3. We highlight that the performance of DeMPC and CeMPC are totally
comparable, in terms of frequency deviation (Figure 6.3a), control variables
(Figure 6.3b) and power transfers ∆Ptieij

(Figure 6.4). The values of perfor-
mance parameter η and Φ using different controllers are reported in Table
6.1 and Table 6.2, respectively. In terms of parameter η, PnP controllers
with decentralized and distributed online implementation are equivalent to
centralized controller. However the performance of PnP-DeMPC-rpi are
such that each area can absorb the local loads by producing more power lo-
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(a) Frequency deviation in each area controlled by the proposed DeMPC (contin-
uous line) and CeMPC (dashed line).
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 6.3: Simulation Scenario 1: 6.3a Frequency deviation and 6.3b Load
reference in each area.

cally (∆Pref,i) instead of receiving power from parent areas: for this reason,
performances of PnP-DiMPC are more similar to CeMPC. Compared with
PnP controllers proposed in Chapter 5, PnP-DeMPC has better tracking
performance: we reduce the value of parameter η (PnP-DeMPC 0.0264,
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Figure 6.4: Simulation Scenario 1: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

PnP-DeMPC-rpi 0.0301), but not the value of parameter Φ (PnP-DeMPC
0.0019, PnP-DeMPC-rpi 0.0016).

Scenario 2

We consider the power network proposed in Scenario 1 and we add a fifth
area connected as in Section B.1.2. Therefore, the set of children of sub-
system 5 is S5 = {2, 4}. Since systems Σ[j], j ∈ S5 depend on a parameter
related to the added subsystem Σ[5], a retuning of their controllers is needed.
We highlight that the proposed framework, as also the PnP method pro-
posed in Chapter 5, allows for subsystems with parameters that depend
upon their parents. In this case, as discussed in Chapter 5, even in the
unplugging operation the child subsystems have to retune their controllers
to guarantee overall asymptotic stability and constraints satisfaction. The
controllers C[j], j ∈ {5}

⋃S5 are tuned using Algorithm 6.1. We highlight
that no retuning of controllers C[1] and C[3] is needed since Σ[1] and Σ[3] are
not parents of system Σ[5].
In Figure 6.5 we compare the performance of proposed DeMPC with the
performance of CeMPC. In the control experiment, step power loads ∆PLi

specified in Table B.4 in Section B.1.2 have been used and they account for
the step-like changes of the control variables in Figure 6.5. We highlight
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(a) Frequency deviation in each area controlled by the proposed DeMPC (contin-
uous line) and CeMPC (dashed line).
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 6.5: Simulation Scenario 2: 6.5a Frequency deviation and 6.5b Load
reference in each area.

that the performance of DeMPC and CeMPC are totally comparable, in
terms of frequency deviation (Figure 6.5a), control variables (Figure 6.5b)
and power transfers ∆Ptieij

(Figure 6.6). The values of performance param-
eter η and Φ using different controllers are reported in Table 6.1 and Table
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Figure 6.6: Simulation Scenario 2: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

6.2, respectively. In terms of parameter η, PnP controllers with decentral-
ized and distributed online implementation are equivalent to centralized
controller, however, as in Scenario 1, the performance of PnP-DeMPC are
such that each area can absorb the local loads by producing more power
locally (∆Pref,i) instead of receiving power from parent areas: for this rea-
son, PnP-DiMPC has performance more similar to CeMPC. Compared
with PnP-DeMPC-rpi controllers, PnP-DeMPC has better performances
in terms of parameter Φ: this corresponds to a reduction of the exchanged
power at the price of slightly worse tracking capabilities (η increases).

Scenario 3

We consider the power network described in Scenario 2 and disconnect the
area 4, as in Section B.1.3. The set of children of subsystem 4 is S4 = {3, 5}.
Because of disconnection, systems Σ[j], j ∈ S4 change their parents and
local dynamics Ajj. Then, as explained in Section 6.6.2, the retuning of
controllers of child subsystems is needed. We highlight that retuning of
controllers C[1] and C[2] is not needed since systems Σ[1] and Σ[2] are not
children of subsystem Σ[4].
In Figure 6.7 we compare the performance of proposed DeMPC with the
performance of the CeMPC. In the control experiment, step power loads
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(b) Load reference set-point in each area controlled by the proposed DeMPC (con-
tinuous line) and CeMPC (dashed line).

Figure 6.7: Simulation Scenario 3: 6.7a Frequency deviation and 6.7b Load
reference in each area.
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Figure 6.8: Simulation Scenario 3: tie-line power between each area con-
trolled by the proposed DeMPC (continuous line) and CeMPC (dashed
line).

∆PLi
specified in Table B.5 in Section B.1.3 have been used also in this

case.

Performances of DeMPC and CeMPC are totally comparable in terms of
frequency deviation (Figure 6.7a), control variables (Figure 6.7b) and power
transfers ∆Ptieij

(Figure 6.8). The values of performance parameter η and
Φ using different controllers are reported in Table 6.1 and Table 6.2, re-
spectively. In terms of parameter η, PnP controllers with decentralized
and distributed online implementation are equivalent to centralized con-
troller, however the performance of PnP-DeMPC are such that each area
can absorb the local loads by producing more power locally (∆Pref,i) in-
stead of receiving power from parent areas. For this reason, PnP-DiMPC
has performances more similar to CeMPC and PnP-DeMPC reduces of
40% the performance index Φ. Similarly to Scenario 2, compared with
PnP-DeMPC-rpi, PnP-DeMPC has better performance in terms of index
Φ but worse tracking capabilities (η increases).



122
Chapter 6. Plug-and-play MPC based on robust control

invariant sets

Scenario 1 Scenario 2 Scenario 3
MPCdiag MPCzero MPCdiag MPCzero MPCdiag MPCzero

CeMPC 0.0249 0.0249 0.0346 0.0347 0.0510 0.0511
PnP-DeMPC +6.02% +6.02% +7.23% +6.92% +8.24% +8.02%

PnP-DiMPC +3.61% +3.61% +2.02% +1.73% +1.96% +1.76%

PnP-DeMPC-rpi +20.88% +20.88% +10.40% +10.09% +4.51% +4.31%

Table 6.1: Value of the performance parameter η for CeMPC (first line)
and percentage change using DeMPC and DiMPC schemes for the AGC
layer. Best values for PnP controllers are in bold.

Scenario 1 Scenario 2 Scenario 3
MPCdiag MPCzero MPCdiag MPCzero MPCdiag MPCzero

CeMPC 0.0030 0.0029 0.0063 0.0061 0.0060 0.0058
PnP-DeMPC −36.67% −34.48% −38.10% −38.10% −40.00% −37.93%

PnP-DiMPC +0.00% +0.00% −7.94% −4.92% −5.00% −1.72%

PnP-DeMPC-rpi −46.67% −44.83% −25.40% −22.95% −25.00% −22.41%

Table 6.2: Value of the performance parameter Φ for CeMPC (first line)
and percentage change using DeMPC and DiMPC schemes for the AGC
layer. Best values for PnP controllers are in bold.

6.6.3 Large-scale mechanical system

We consider a LSS composed of 1024 masses (M = 1 : 1024) coupled as in
Figure 6.10b through springs and dampers arranged as in Figure 6.9.

Each mass i ∈ M, is a subsystem with state x[i] = (x[i,1], x[i,2], x[i,3], x[i,4])
and input u[i] = (u[i,1], u[i,2]), where x[i,1] and x[i,3] are the displacements of
mass i with respect to a given equilibrium position on the plane (equilibria
lie on the regular grid in Figure 6.10b), x[i,2] and x[i,4] are the horizontal
and vertical velocities of the mass i and 100u[i,1] (respectively 100u[i,2]) is
the force applied to mass i in the horizontal (respectively, vertical) direc-
tion. The values of mi have been extracted randomly in the interval [5, 10]
while spring constants and damping coefficients are identical and equal to
0.5. Subsystems are equipped with the state constraints ||x[i,j]||∞ ≤ 1.5,
j = 1, 3, ||x[i,l]||∞ ≤ 0.8, i ∈ M, l = 2, 4 and with the input constraints
||u[i]||∞ ≤ Γi, where Γi have been randomly chosen in the interval [1, 1.5].
We obtain models Σ[i] by discretizing continuous-time models with 0.2 sec
sampling time, using zero-order hold discretization for the local dynamics
and treating x[j], j ∈ Ni as exogenous signals [FCS13]. We synthesized
controllers C[i], i ∈M using Algorithm 6.1 and plug in a new mass at each
iteration. In the worst case the time required to solve Step (II) of Algo-
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Figure 6.9: Array of masses: details of interconnections.

rithm 6.1 is 0.2598 sec (best case 0.0140 sec)2. Note also that the use of
a CeMPC is prohibitive since the overall system has x ∈ R4096, u ∈ R2048

and therefore 8192 + 4096 scalar affine constraints. In Figure 6.10 we show
a simulation where, at time t = 0, the masses are still and placed as in
Figure 6.10a. At all time steps t, the control action u[i](t) computed by the
controller C[i], for all i ∈ M, is kept constant during the sampling interval
and applied to the continuous-time system. In the worst case, the compu-
tation of the control law (6.4) requires 0.1047 sec. Convergence is obtained
for all masses to their equilibrium position while fulfilling input and state
constraints. State and input variables are depicted in Figure 6.11. From
Figure 6.11, the estimated settling time at 95% is 5.37 sec. For this LSS,
we also have considered the use of PnP-DeMPC controllers proposed in
Chapter 5, but since the design of local controllers requires the solution to
nonlinear optimization problem and also the number of local constraints
is large, the design procedure in Chapter 5 did not give conclusive results
after several hours of computation.

2All simulations have been done using a Linux distribution (Kubuntu 12.04), with
processor Intel Core i7-2600, 3.4 GHz, MatLab r2011b, solver CPLEX [IBM11], YALMIP
[L0̈4] and MPT [KGB04].
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(a) Position of the masses at initial time.
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(b) Position of the masses at time 6 sec.

Figure 6.10: Position of the 1024 masses on the plane.

6.7 Final comments

In this chapter we proposed a DeMPC scheme, based on the notion of
tube-based control [RM05], for guaranteeing asymptotic stability of the
closed-loop system and constraints satisfaction at each time instant. Our
design procedures allows PnP operations: if a new subsystem enters the
network we can design a local controller using information from parent
subsystems. Differently from the methods discussed in Chapter 5, testing
the feasibility of PnP operations and computing local controllers amounts
to solve LP problems only.

6.8 Appendix

6.8.1 Proof of Theorem 6.1

We start introducing a definition and a few Lemmas that will be used in
the proof of Theorem 6.1.

Definition 6.2. A convex body is a nonempty convex and compact set.

Lemma 6.1. [Sch93] Let A and B be convex bodies. The support function
of A is hA(x) = supy∈A x

′y and it has the following properties: hA is
sublinear (i.e. hA(αx) = αhA(x), ∀α ≥ 0 and hA, hA(x + y) ≤ hA(x) +
hA(y)), hλA = λhA, ∀λ > 0, hA⊕B = hA + hB and A ⊆ B ⇔ hA ≤ hB.

Lemma 6.2. Let A = {x ∈ Rn : Ax ≤ 1p}, A = [a1, . . . , ap]
T ∈ Rp×n and

assume that A⊖Bβ(0n) strictly contains the origin in its interior. Then,
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(b) Velocities, i.e. states x[i,2] and x[i,4],
i ∈M.
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(c) Inputs u[i,1], i ∈M.

0 1 2 3 4 5 6
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

t [s]

u [1
:1

02
4,

2]

(d) Inputs u[i,2], i ∈ M.

Figure 6.11: State and input trajectories of the 1024 masses with x(0) as
in Figure 6.10a.

a) A⊖Bβ(0n) = {x ∈ Rn : Ax ≤ 1p − β(||a1||, . . . , ||ap||)}

b) β||ai|| < 1, ∀i ∈ 1 : p

c) defining ψ = mini∈1:p ||ai|| one has A⊖Bβ(0n) ⊆ (1− βψ)A

Proof. Proceeding as is the proof of point 8 of Proposition 3.28 of [BM08]
one gets

A⊖Bβ(0n) = {x ∈ R
n : Ax ≤ g̃}

where g̃ = (g̃1, . . . , g̃p), g̃i = 1 − hBβ(0n)(ai), and hBβ (0n)(·) is the support
function of Bβ(0n). Point (a) follows from hBβ(0n)(x) = β||x|| (that can be
verified using the definition of support functions).
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From point (a) one has x ∈ A⊖Bβ(0n) if and only if

aTi x ≤ 1− β||ai||, ∀i ∈ 1 : p (6.20)

and in order to have that all constraints (6.20) are fulfilled for x = 0n and
no one is active at x = 0n, point (b) must be verified.
For point (c), one has

A⊖Bβ(0n) ⊆ {x ∈ R
n : Ax ≤ (1− βψ)1p}

= {x ∈ R
n : A(

x

1− βψ ) ≤ 1p}
(6.21)

where the last equality holds because, from point (b), βψ < 1. The right-
most set in (6.21) is (1− βψ)A and this concludes the proof.

The next result shows that the control law κ̄i(x[i]) defined in (6.15) is
homogeneous.

Lemma 6.3. For z[i] ∈ Zi and ρ ≥ 0 one has

κ̄si (ρz[i]) = ρκ̄si (z[i]), s = 0, . . . , ki − 1

and hence κ̄i(ρz[i]) = ρκ̄i(z[i]).

Proof. Let β̄(s,f)
i , f ∈ 1 : qi, s ∈ 0 : ki − 1 and µ̄ be the optimizers to

P̄i(z[i]). One can easily verify that β(s,f)
i = ρβ̄

(s,f)
i and µ = ρµ̄ fulfill the

constraints (6.14b)-(6.14e) for P̄i(ρz[i]). We show now that these values are

also optimal for P̄i(ρz[i]). By contradiction, assume that β̃(s,f)
i , µ̃ are the

optimizers to P̄i(ρz[i]) giving the optimal cost µ̃ < ρµ̄. One can easily verify

that β(s,f)
i = ρ−1β̃

(s,f)
i and µ = ρ−1µ̃ verify the constraints (6.14b)-(6.14e)

for P̄i(z[i]) and yield a cost ρ−1µ̃ < µ̄. This contradicts the optimality of µ̄
for P̄i(z[i]).

Lemma 6.4. If x[i] ∈ ρiZi and w̃[i] ∈ ηiZ̄
0
i where ρi ≥ ηi > 0, then

x+
[i] = Aiix[i] +Biκ̄i(x[i]) + w̃[i] ∈ ρiZi ⊖ (ρi − ηi)Z̄0

i .

Proof. Let x̃[i] =
x[i]

ρi
and w̃[i] =

w[i]

ηi
. From standard arguments in [RB10]

one can write x̃[i] ∈ Zi as

x̃[i] = (1− αi)−1
ki−1∑

s=0

σsi (x̃[i])
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where σsi (x̃[i]) ∈ Z̄si are suitable functions. Then one has

x[i] = ρi(1− αi)−1
ki−1
∑

s=0

σsi (x̃[i])

Furthermore, always from [RB10] one has

κ̄i(x̃[i]) = (1− αi)−1
ki−1∑

s=0

κ̄si (x̃[i])

and, from Lemma 6.3,

κ̄i(x[i]) = ρi(1− αi)−1
ki−1
∑

s=0

κ̄si (x̃[i]).

Computing x+
[i] one gets

x[i] = ρi(1− αi)−1
ki−1
∑

s=0

(Aiiσ
s
i (x̃[i]) +Biκ̄i(x̃[i])

︸ ︷︷ ︸

ts
i

) + w̃[i] (6.22a)

∈


ρi(1− αi)−1
ki−1
⊕

s=0

Z̄
s+1
i



⊕
[

ηiZ̄
0
i

]

(6.22b)

=



ρi(1− αi)−1
ki−1
⊕

s=1

Z̄
s
i



⊕
[

ρi(1− αi)−1
Z̄
ki

i

]

⊕
[

ηiZ̄
0
i

]

(6.22c)

=









ρi(1− αi)−1
ki−1
⊕

s=1

Z̄
s
i



⊕ ρiαi(1− αi)−1
Z̄

0
i ⊕ ρiZ̄0

i ⊕ ηiZ̄0
i






⊖

⊖ ρiZ̄0
i (6.22d)

=









ρi(1− αi)−1
ki−1
⊕

s=0

Z̄
s
i



⊕ ηiZ̄0
i






⊖ ρiZ̄0

i (6.22e)

=
{

ρiZi ⊕ ηiZ̄0
i

}

⊖ ρiZ̄0
i (6.22f)

⊆ ρiZi ⊖ (ρi − ηi)Z0
i (6.22g)

that is the desired result. Note that

• in (6.22b) we used tsi ∈ Z̄
s+1
i (that holds by construction of sets Z̄si );



128
Chapter 6. Plug-and-play MPC based on robust control

invariant sets

• in (6.22d) we used the property that (A ⊕ B) ⊖ B = A, if A ⊆ Rn

and B ⊆ Rn are convex bodies (see Lemma 3.18 in [Sch93]), and the
fact that (6.9) implies Z̄

ki
i ⊆ αiZ̄0

i ;

• in (6.22e) we used ρiαi(1−αi)−1Z̄0
i ⊕ρiZ̄0

i = ρi(αi(1−αi)−1 +1)Z̄0
i =

ρi(1− αi)−1Z̄0
i ;

• in (6.22f) we used (6.10);

• in (6.22g) we used the property that if ρ > η > 0 and A and B are
convex bodies, then

(ρA⊕ ηB)⊖ ρB ⊆ ρA⊖ (ρ− η)B. (6.23)

The inclusion (6.23) can be shown as follows. One has, from the
definition of the operator ⊖,

x ∈ (ρA⊕ ηB)⊖ ρB ⇔ x⊕ ρB ⊆ ρA⊕ ηB

and therefore, using Lemma 6.1

h{x} + ρhB ≤ ρhA + ηhB

h{x} + (ρ− η)hB ≤ ρhA.
(6.24)

Since (ρ − η) > 0, one has that (ρ − η)hB is the support function of
(ρ− η)B. Then (6.24) is equivalent to

x⊕ (ρ− η)B ⊆ ρA

that is x ∈ ρA⊖ (ρ− η)B.

Proof of Theorem 6.1

Proof. The first part of the proof uses arguments similar to the ones adopted
for proving Theorem 1 both in [FS12] and Chapter 5. Indeed we can easily
prove that x̂[i](0|t)→ 0ni

and v[i](0|t)→ 0mi
as t→∞. We highlight that

constraint (5.13b) in the MPC-i problem is replaced by (6.7).
Next we prove stability of the origin for the closed-loop system. We high-
light that this part of the proof differs substantially from the proof of The-
orem 1 both in [FS12] and Chapter 5. For the sake of clarity, the proof is
split in three distinct steps.
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Step 1: Prove that if x(0) ∈ XN there is T̃ > 0 such that x(T̃ ) ∈ Z.
Recalling that the state x(t) evolves according to the equation (6.16), we
can write

x(t+ 1) = ADx(t) + Bκ̄(x(t)) + Acx(t) + η̄(t) (6.25)

where AD = diag(A11, . . . , AMM ), AC = A−AD,

η̄(t) = B(v(t) + κ̄(z(t))− κ̄(x(t))) (6.26)

and z(t) = x(t) − x̂(0|t). In particular, if x(0) ∈ XN , recursive feasibility
shown above implies that (6.25) holds for all t ≥ 0.
Note that in view of Assumption 6.3, the LP problem (6.14) is feasible for
all z[i] ∈ Rni . Indeed (6.14c) and (6.14e) require that there are µ > 0 and

z̄s[i] ∈ µZ̄si , s ∈ 0 : ki − 1 such that z[i] =
∑ki−1
i=0 z̄s[i] and since Z̄0

i ⊃ Bωi
(0ni

)

(i.e. Z̄0
i is full dimensional), these quantities always exist. This implies that

the function κ̄(x(t)) in (6.25) is always well defined.
We already proved the asymptotic convergence to zero of the nominal state
x̂(0|t) and the input signal v(0|t) and hence it holds

∀δ > 0, ∃T1 > 0 : ||x̂(0|t)|| ≤ δ and ||v(0|t)|| ≤ δ, ∀t ≥ T1. (6.27)

Moreover, according to [Gal95], we can assume without loss of generality
that κ̄i(·) is a continuous piecewise affine map. In view of this, κ̄(·) is also
globally Lipschitz, i.e.

∃ L > 0 : ||κ̄(x − x̂)− κ̄(x)|| ≤ L||x̂|| (6.28)

for all (x, x̂) such that x ∈ X and x − x̂ ∈ Z. Using (6.28) one can show
that, for all ǫ > 0, setting δ = ǫ

||B||(1+L) the following implication holds

||x̂(0|t)|| ≤ δ and ||v(0|t)|| ≤ δ ⇒ ||η̄(t)|| ≤ ǫ, ∀x(t) ∈ X.

Therefore, from (6.27),

∀ǫ > 0, ∃T1 > 0 : ||η̄(t)|| ≤ ǫ, ∀t ≥ T1. (6.29)

Since ||x̂(0|t)|| → 0, as t→∞, and Z contains
∏M
i=1 Bωi

(0ni
), then

∀δz > 0, ∃T2 > 0 : x̂(0|t) ∈ δzZ, ∀t ≥ T2 (6.30)

and hence, from (6.7),

x(t) = x̂(0|t) + (x(t)− x̂(0|t)) ∈ (1 + δz)Z, ∀t ≥ T2. (6.31)
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From (6.25) we have, for all i ∈M,

x[i](t + 1) = Aiix[i](t) +Biκ̄i(x[i](t)) + w̃[i](t) (6.32)

where w̃[i] =
∑

j∈Ni
Aijx[j] + η̄[i], ∀i ∈ M. Setting T̄ = max{T1, T2} and

using (6.29) and (6.31), one has, ∀t ≥ T̄

w̃[i] ∈ (1 + δz)
⊕

j∈Ni

AijZj ⊕Bǫ(0ni
). (6.33)

From Assumption 6.2 we have
⊕

j∈Ni

AijZj ⊆
⊕

j∈Ni

Aij
[

Xj ⊖Bρj,1(0nj
)
]

(6.34a)

⊆
⊕

j∈Ni

[

(AijXj)⊖
(

AijBρj,1(0nj
)
)]

(6.34b)

⊆



⊕

j∈Ni

AijXj



⊖



⊕

j∈Ni

AijBρj,1(0nj
)



 (6.34c)

⊆Wi ⊖



⊕

j∈Ni

AijBρj,1(0nj
)



 . (6.34d)

Manipulations (6.34b) and (6.34c) are justified as follows. Let U1, U2, V1,
V2 be convex bodies in Rn, i.e. nonempty convex and compact sets. Then,
from [Sch93], (6.34b) follows from G(U⊖V ) ⊆ GU⊖GV , where G ∈ Rn×n.
Furthermore (6.34c) follows from (U1⊖V1)⊕(U2⊖V2) ⊆ (U1⊕U2)⊖(V1⊕V2).
Therefore, there is ξi ∈ [0, 1) (that does not depend on ǫ and δz) such that

⊕

j∈Ni

AijZj ⊆ ξiWi, (6.35)

and then, from (6.33),

w̃[i] ∈ (1 + δz)ξiWi ⊕Bǫ(0ni
), ∀t ≥ T̄ .

Note that in (6.29) the parameter ǫ > 0 can be chosen arbitrarily small.
Assume that it verifies ǫ < (1 + δz)ξiωi, ∀i ∈ M where ωi are the radii of
the balls in Assumption 6.3. Then, using Assumption 6.3 we get for t ≥ T̄

w̃[i](t) ∈ (1 + δz)ξi(Wi ⊕Bωi
(0ni

)) ⊆ (1 + δz)ξiZ̄
0
i . (6.36)

In view of (6.31) and (6.36), Lemma 6.2 guarantees that

x+
[i] ∈ (1 + δz)(Zi ⊖ (1− ξi)Z̄0

i ) (6.37)
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From Assumption 6.3, one has Zi ⊖ (1 − ξi)Z̄0
i ⊂ Zi ⊖ B(1−ξi)ωi

(0ni
) and

hence, since Zi contains the origin in its interior, there is µi ∈ [0, 1) such
that Zi ⊖ (1 − ξi)Z0

i ⊂ µiZi. From (6.37) we get x+
[i] ∈ (1 + δz)µiZi. If in

(6.30) we set δz such that (1 + δz)µi < 1, we have shown that for t = T̄ it
holds x[i](T̄+1) ∈ Zi and the proof of Step 1 is concluded setting T̃ = T̄+1.

Step 2 Prove that if x(0) ∈ XN , then x(t)→ 0n as t→ +∞.
Set t = T̃ . Since from Step 1 (that holds if x(0) ∈ XN ), one has x[i](t) ∈ Zi,
under Assumption 5.3, the optimizers to PNi (x[i](t)) are v[i](0|t) = 0mi

and
x̂[i](0|t) = 0ni

. Hence, from (6.26) one has η̄(t) = 0n and (6.32) holds with
w̃[i](t) =

∑

j∈Ni
Aijx[j](t). Furthermore, since u[i] = κ̄i(x[i]) is the control

law that makes the set Zi RCI with respect to w̃[i], one has x[i](t+ 1) ∈ Zi.
The previous arguments can be applied in a recursive fashion showing that,
∀t ≥ T̃

x[i](t) ∈ Zi (6.38)

w̃[i](t) =
∑

j∈Ni

Aijx[j](t). (6.39)

From (6.35), (6.38), (6.39) and Assumption 6.3

w̃[i](t) ∈
⊕

j∈Ni

AijZj ⊆ ξiWi ⊆ ξiZ̄0
i . (6.40)

Set t = T̃ and λi(t) = 1, ∀i ∈M. From (6.38) and (6.40) it holds

x[i](t) ∈ λi(t)Zi (6.41)

w̃[i](t) ∈ λi(t)ξiZ̄0
i . (6.42)

From Lemma 6.4 we have

x[i](t + 1) ∈ λi(t)Zi ⊖ (1− ξi)λi(t)Z̄0
i .

From Assumption 6.3, it holds Bωi
(0ni

) ⊆ Z̄0
i . Then

x[i](t + 1) ∈ λi(t)Zi ⊖B(1−ξi)λi(t)ωi
(0ni

). (6.43)
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The next goal is to compute λ̃i(t + 1) < λi(t) such that

x[i](t + 1) ∈ λ̃i(t+ 1)Zi. (6.44)

This is achieved using Lemma 6.2 with A = Zi and β = (1 − ξi)ωi. We
have to verify that A⊖Bβ(0ni

) contains the origin in its interior and since
Bωi

(0ni
) ∈ Z̄0

i , it is enough to show that the smaller set Zi ⊖ (1 − ξi)Z̄0
i

contains the origin in its interior.
From (6.10) one has (6.45)

Zi ⊖ (1− ξi)Z̄0
i =







(1− αi)−1
ki−1⊕

s=1

Z̄
s
i



⊕ (1− αi)−1
Z̄

0
i



⊖ (1− ξi)Z̄0
i

⊇
(

(1− αi)−1
Z̄

0
i ⊖ (1− ξi)Z̄0

i

)

⊕


(1− αi)−1
ki−1⊕

s=1

Z
s
i





(6.45)

where the last inclusion follows from the fact that for generic sets C, D
and E in Rn, it holds that (C ⊕ D) ⊖ E ⊇ (D ⊖ E) ⊕ C [Mar98]. Note
that the origin is strictly contained in Z̄0

i (from Assumption 6.3) and also
in sets Z̄si , s ∈ 1 : ki − 1, (by construction). Since in (6.10) αi ∈ [0, 1)
and we have chosen ξi ∈ [0, 1), one has (1− αi)−1 > (1− ξi) and therefore
0 ∈ (1 − αi)−1Z̄0

i ⊖ (1 − ξi)Z̄0
i . Since the origin is strictly contained in all

summands appearing in (6.45), it is also strictly contained in A⊖Bβ(0ni
).

Letting Z̄0
i = {z ∈ Rni : Z̄0

i z ≤ 1qi
} and Z̄0

i = [z̄0
i,1, . . . , z̄

0
i,qi

]T , from point
c of Lemma 6.2 we get Z0

i ⊖ B(1−ξi)ωi
(0ni

) ⊆ (1 − (1 − ξi)ωiψi)Zi, ψi =

minj∈1:qi
||Z̄0

i,j ||. From (6.43), one obtains that (6.44) is fulfilled with

{

λ̃i(t+ 1) = aiλi(t)

ai = 1− (1− ξi)ωiψi
(6.46)

and from point b of Lemma 6.2, it holds |ai| < 1.
From (6.39) and (6.44) we have w̃[i](t + 1) ∈⊕

Aij λ̃j(t + 1)Zj and setting

λi(t+ 1) = max
j∈Ni∪{i}

λ̃j(t + 1) (6.47)

it holds

w̃[i](t+ 1) ∈ λi(t+ 1)(
⊕

j∈Ni

AijZj) ⊆ λi(t+ 1)ξiZ̄
0
i (6.48)
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where we used (6.35) and Assumption 6.3. Note that (6.48) corresponds to
(6.42) at time t + 1. Similarly, from (6.44) and (6.47) we have that (6.41)
holds at time t + 1. Furthermore 0 ≤ λ̃i(t + 1) < 1 and 0 ≤ λi(t + 1) < 1.
Therefore, the previous arguments can be applied in a recursive fashion to
prove that (6.41), (6.42), (6.46) and (6.47) hold for all t ≥ T̃ and i ∈M.
In order to conclude the proof of Step 2, we show that λi(t) given by
(6.47) converge to zero as t → +∞. Indeed, from (6.41) this implies that
x(t) → 0n as t → ∞. Let λ̄(t) = maxi∈M λi(t) and ā = maxi∈M ai. From
(6.46) and (6.47) one has

λ̄(t+ 1) = max
i∈M

λi(t+ 1)

= max
i∈M

max
j∈Ni∪{i}

aiλi(t)

≤ āmax
i∈M

max
j∈Ni∪{i}

λi(t)

= āλ̄(t).

(6.49)

Being ā ∈ [0, 1) and λ̄(T̃ ) = 1, (6.49) implies that λ̄(t)→ 0 as t→∞.

Step 3 Prove stability of the origin of the closed-loop system (6.16).
Note that Zi ⊆ XNi . Moreover, from Assumption 6.3 and (6.10) (where,
from (6.9), αi ∈ [0, 1)) Bωi

(0ni
) ⊆ Zi and then Z is a neighborhood of

the origin of Rn. For a given ǫ > 0 let ρ > 0 be such that ρ < 1 and
ρZ ⊆ Bǫ(0n). As shown at the beginning of Step 2, if x ∈ Z then problems
PNi (x[i]), i ∈M are feasible, the closed-loop dynamics (6.16) reduces to

x+ = Ax + Bκ̄(x) (6.50)

and Z is an invariant set for (6.50). This implies that if x(0) ∈ Z, then
x(t) is well defined ∀t ≥ 0. In order to conclude the proof we have to show
that also ρZ is invariant for (6.50). If x̃ ∈ ρZ then there is x ∈ Z such that
x̃ = ρx. From Lemma 6.3, (6.50) and for the fact that z[i] ∈ Zi and ρ ≥ 0
one has κ̄si (ρz[i]) = ρκ̄si (z[i]) hence x̃+ = ρAx + ρBκ̄(x) = ρx+ and since
x+ ∈ Z then x̃+ ∈ ρZ.
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7.1 Introduction

This chapter is devoted to generalizations of PnP-DeMPC schemes pro-
posed in Chapters 5 and 6 in order to achieve different aims: we will show
how to design robust PnP-DeMPC controllers for perturbed LTI systems
(Section 7.2) and how to design local controllers for subsystems comprising
“matched nonlinearities” (Section 7.4). Moreover, we propose a method for
designing PnP-DiMPC regulators. In particular, we show how the on-line
exchange of information can be used for designing distributed PnPMPC
schemes that are less conservative than those presented in Chapters 5 and
6.

7.2 Robust plug-and-play MPC

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu + Dd (7.1)

composed of M subsystems, as in Section 1.5. We assume that each subsys-
tem is equipped with state constraints Xi, input constraints Ui and model
disturbance constraints Di.

Assumption 7.1. Sets Di, ∀i ∈M are C-sets.

7.2.1 Robust tube-based decentralized MPC

In Chapters 5 and 6, we proposed decentralized tube-based MPC controllers
with PnP capabilities. In this section, we propose an algorithm to synthe-
size a robust PnP controller.
In Chapters 5 and 6, in the spirit of tube-based MPC, we have treated w[i]

in (1.3) as a disturbance and defined the nominal subsystem

Σ̂[i] : x̂+
[i] = Aiix̂[i] +Biv[i] (7.2)

where v[i] is the input. Then we proved asymptotic stability of the closed-

loop system and constraints satisfaction by guaranteeing that x̂[i] ∈ X̂i and

v[i] ∈ Vi where X̂i and Vi are suitable sets representing “tightened” con-
straints (see Sections 5.2.1 and 6.2.1). In order to account for the bounded
disturbance d[i] affecting Σ[i], we define the nominal subsystem Σ̂[i] as in
(7.2), the error as z[i] = x[i] − x̂[i] and the control law for subsystem (1.2)
as u[i] = v[i] + κ̄i(z[i]). Using (1.2), we obtain the dynamics

z+
[i] = Aiiz[i] +Biκ̄i(z[i]) + w̄[i] (7.3)
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where w̄[i] = w[i] + Did[i]. In other words the error now comprises both
the coupling terms w[i] and the disturbance Did[i]. Therefore, similarly to
Section 6.2.1, we can compute an RCI set Zi treating w̄[i] as a disturbance
in (7.3). Summarizing, in order to design a robust PnP controller, we can
execute Algorithm 6.1 substituting Wi with W̄i = Wi ⊕DiDi.
Defining the collective variables as in Section 6.3.4, from (1.3) and (6.4)
one obtains the collective model

x+ = Ax + Bv + Bκ̄(x− x̄) + Dd. (7.4)

The next theorem summarizes the key properties of the closed-loop system
(7.4).

Theorem 7.1. Let Assumptions 1.1, 6.1 and 7.1 hold. Assume controllers
C[i] in (6.4) are computed using Algorithm 6.1 by substituting Wi with W̄i

and let the function κ̄i be given by (6.15). Then, Z =
∏

i∈M Zi is robustly
attractive for the closed-loop system and XN defined in (6.17) is a region of
attraction of Z. Furthermore, x(0) ∈ XN guarantees constraints x(t) ∈ X

and u(t) ∈ U are fulfilled at all time instants, for all d[i] ∈ Di.

Proof. The proof of Theorem 7.1 is given in Appendix 7.6.1.

7.2.2 Example: large-scale system

We consider a LSS composed of 1024 masses coupled as in Figure 7.1b
through springs and dampers arranged as in Figure 6.9. Each mass i ∈
M = 1 : 1024, is a subsystem as described in Section 6.6.3. All subsystems
are characterized by the same values: mi = 8, ki = 0.5 and hi = 0.5.
Subsystems are equipped with the state constraints ||x[i,j]||∞ ≤ 1.5, j =
1, 3, ||x[i,l]||∞ ≤ 0.8, i ∈M, l = 2, 4, with the input constraints ||u[i]||∞ ≤ 1
and with model disturbance ||d[i]||∞ ≤ 0.12, Di = I4. We obtain models
Σ[i] by discretizing continuous-time models with 0.2 sec sampling time,
using zero-order hold discretization for the local dynamics and treating
x[j], j ∈ Ni as exogenous signals [FCS13]. We synthesized controllers C[i],
i ∈ M using Algorithm 6.1 replacing Wi with W̄i. In Figure 7.1 we show
a simulation1 where, at time t = 0, the masses are still and placed as in
Figure 7.1a. At all time steps t, the control action u[i](t) computed by
the controllers C[i], for all i ∈ M, is kept constant during the sampling

1All simulations have been done using a Linux distribution (Kubuntu 12.04), with
processor Intel Core i7-2600, 3.4 GHz, MatLab r2011b, solver CPLEX [IBM11], YALMIP
[L0̈4] and MPT [KGB04].
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interval and applied to the continuous-time system. Convergence can not
be obtained for all masses to their equilibrium position since a bounded
disturbance acts on each subsystem. However all subsystems fulfill input
and state constraints. State and input variables are depicted in Figure 7.2.
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(a) Position of the masses at initial time.
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(b) Position of the masses at time 6 sec.

Figure 7.1: Position of the 1024 masses on the plane.

7.3 Distributed plug-and-play MPC

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu (7.5)

composed of M subsystems, as described in Section 1.5. We assume that
each subsystem is equipped with state constraints Xi and input constraints
Ui, defined as in (6.2).

7.3.1 Tube-base distributed MPC

In this section, we propose a distributed architecture generalizing decentral-
ized regulators described in Chapters 5 and 6, i.e. DeMPC regulators with
PnP capabilities. We already considered distributed controllers in Section
6.5. However, in that case local controllers Cdis[i] where designed assuming
a decentralized implementation and modified a posteriori for tacking ad-
vantage of the states x[j], j ∈ Ni transmitted by parent subsystems. Next
we propose a different approach where we exploit knowledge of parents’
states in the design phase. More precisely, similarly to Section 4.2.1, we
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(a) Displacements of the masses with re-
spect their equilibrium positions.
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(b) Velocities, i.e. states x[i,2] and x[i,4],
i ∈M.
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(c) Inputs u[i,1], i ∈M.
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(d) Inputs u[i,2], i ∈ M.

Figure 7.2: State and input trajectories of the 1024 masses with x(0) as in
Figure 7.1a.

will use these additional pieces of information for attenuating coupling be-
tween subsystems.
Consider controller

Cdis[i] : u[i] = udec[i] +
∑

j∈Ni

δijKijx[j] (7.6)

where udec[i] ∈ Rmi collects the terms of the decentralized controller (5.4)

or (6.4), Kij ∈ Rmi×nj and δij ∈ {0, 1}, i, j ∈ M. Note that, if δij = 0,
∀i ∈ M,∀j ∈ Ni, the control scheme is completely decentralized, since
u[i] = udec[i] , hence controller Cdis[i] is defined as in (5.4) or (6.4). In the spirt

of tube-based MPC, we define the nominal model Σ̂[i] as in (5.3) and (6.3).
Using controller (7.6) in (1.3), the coupling term for subsystem Σ[i] can be
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written as

ŵ[i] = w[i] +Bi
∑

j∈Ni

δijKijx[j] =
∑

j∈Ni

(Aij + δijBiKij)x[j] (7.7)

and verifies the constraints

ŵ[i] ∈ Ŵi =
⊕

j∈Ni

(Aij + δijBiKij)Xj . (7.8)

Moreover, tightened state constraints X̂i defined for the nominal subsystems
Σ̂[i] (see (5.3) and (6.3)) do not depend on the choice of matrices Kij . They
only impact on the size of tightened input constraints Vi, as, from (7.6),
Vi must be a nonempty set verifying

Vi ⊆ Ui ⊖


Ūi ⊕
⊕

j∈Ni

δijKijXj



 (7.9)

where, from (5.11b), Ūi = KiZi and, from (6.5b), Ūi = Uzi
. In Algorithm

7.1 we summarize the steps needed to design a distributed PnP controller.

Algorithm 7.1 Design of the distributed controller Cdis[i] defined in (7.6)

Input: Aii, Bi, Xi, Ui, Ni, {δij}j∈Ni
, {Aij}j∈Ni

, {Xj}j∈Ni

Output: controller Cdis[i] in (7.6)

(I) ∀j ∈ Ni, if δij = 1, compute the matrix Kij solving

min
Kij

||Cxi
(Aij +BiKij)C♭xj

||p (7.10a)

||KijC♭xj
||p ≤ ξij (7.10b)

where p is a generic norm and Cxi
= (cTxi,1

, . . . , cTxi,τx
i

) ∈ Rτ
x
i

×ni .

(II) Execute Algorithm 5.1 or 6.1, where Vi must fulfill (7.9) and the
disturbance w[i] is defined as in (7.7).

In Step (I) of Algorithm 7.1, if δij = 1 the computation of matrix Kij

is required. We propose to compute Kij in order to reduce as much as
possible the magnitude of coupling terms Aij + BiKij , hence to decrease
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the size of set Ŵi. However, if Kij is “too aggressive” we could not
find a nonempty set Vi in Step (II). Therefore we propose to bound set
KijXj using scalars ξij in (7.10b). We highlight that the minimization of
||Cxi

(Aij +BiKij)C♭xj
||1 in (7.10) amounts to an LP problem and the min-

imization of ||Cxi
(Aij +BiKij)C♭xj

||F can be recast into a QP problem. So
far, the parameters δij have been considered fixed. However, if in Step (II)
one obtains Kij = 0mi×nj

for some j ∈ Ni, it is impossible to reduce the
magnitude of the coupling term Aij + BiKij and the knowledge of x[j] is
useless for controller Cdis[i] . This suggests to revise the choice of δij and set
δij = 0.
It is possible to show that if Algorithm 7.1 does not stop in Step (II) for all
subsystems, then, for the closed-loop system, state and input constraints
satisfaction and asymptotic stability of the origin are guaranteed. The
main ideas for proving stability are the following ones. We can always
rewrite system (7.5) equipped with distributed controllers (7.6) as a system
equipped with decentralized controllers proposed in (5.4) or (6.4). Indeed
we can redefine the coupling terms among subsystems as in (7.7) and input
constraints as in (7.9) and then we can prove asymptotic stability of the
origin and constraint satisfaction using Theorems 5.1 and 6.1. For plug-in
and unplugging operations, one can use procedures at all similar to those
described in Sections 5.4 and 6.4.

7.3.2 Example: power network system

In this section, we apply the proposed DiMPC scheme to the PNS described
in Appendix B. In particular we will show advantages brought about by
the proposed PnP-DiMPC to respect to PnP-DeMPC proposed in Chapter
5. A similar comparison can be carried out to respect to PnP-DeMPC
proposed in Chapter 6. We rewrite matrices Aij , ∀i, j ∈M in (B.2) as

Aii({γPij}j∈Ni
) =










0 1 0 0

−
∑

j∈Ni
γPij

2Hi
− Di

2Hi

1
2Hi

0

0 0 − 1
Tti

1
Tti

0 − 1
RiTgi

0 − 1
Tgi










Aij =








0 0 0 0
γPij

2Hi
0 0 0

0 0 0 0
0 0 0 0







.

(7.11)
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Differently from (B.2), in (7.11) the parameter γ > 0 allows us to in-
crease or decrease coupling among areas. We consider the PNS and local
power loads used in Scenario 2 in Section B.1.2. In order to apply the
PnP-DeMPC method in Chapter 5, we assume that the input of each area
is not constrained.

In order to design PnP controllers we need to execute Step (I) of Algorithm
7.1. First, we consider δij = 0, ∀i, j ∈M, and therefore controllers C[i] are
completely decentralized. In Step (II) of Algorithm 7.1 we execute Algo-
rithm 5.1 in order to design a DeMPC regulator for each area. Increasing
the parameter γ also increases the magnitude of coupling terms Aij and, for
γ ≥ 2.4, Algorithm 7.1 stops in Step (II). By setting δij = 1 and ξij = ∞,
∀i ∈ 1 : 5,∀j ∈ Ni, we can compute matrices Kij for reducing coupling (in
(7.10) we use the norm p = ∞). The design of distributed controllers Cdis[i]

in (7.6) can be successfully performed through Algorithm 7.1 for γ ≤ 4,
and this shows the benefits of a distributed architecture.

In the following, we compare the performance of PnP-DeMPC in (5.4)
and PnP-DiMPC in (7.6) for γ = 1.4. In order to guarantee stability
and feasibility of local MPC regulators, we design MPC-i, i ∈ M, using
a zero terminal constraint (see Section B.2). Figures 7.3 and 7.4 show
the results of control experiments2 with Tsim = 100 and load steps as in
Table B.4. The performance indices for PnP-DeMPC are ηde = 0.0405 and
Φde = 0.0061. PnP-DiMPC gives ηdi = 0.1953 and Φdi = 0.0026. In terms
of the index η, decentralized control outperforms distributed control. As
shown in Figure 7.3, this is mainly due to the fact that when an area is
affected by a load step, parent areas do not change their ∆Pref . However,
this also causes bigger variations in the frequency deviation ∆ω. With
distributed controllers, each area can compensate in advance power loads of
parent areas by modifying local power production and this leads to smaller
oscillations in frequency deviations. For instance, at time 25, area 5 helps
area 2 by varying ∆Pref5 in order to counteract the load step ∆PL2 occurred
at time t = 20. In terms of power transfers, decentralized control is worse
than distributed control since Φde > Φdi. This can also be noticed in
Figure 7.4 showing power transfer. If, as in nation-wide power networks,
the cost of exchanging power is higher than the cost of producing power,
then distributed control achieves better economic performance.

2All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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Figure 7.3: Control experiments with decentralized (continuous lines) and
distributed (dashed lines) PnPMPC: 7.3a frequency deviation and 7.3b
inputs for each area.
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Figure 7.4: Tie-line power between connected areas when PnP-DeMPC
(continuous line) or PnP-DiMPC (dashed line) are used.

7.4 Distributed plug-and-play MPC for a class of
nonlinear systems

We consider a LSS partitioned in M subsystems, where the i−th subsystem
is described by the state equation

Σ[i] : x+
[i] =Aiix[i] +Bi[gi(x[i], {x[j]}j∈Ni

)u[i]+

+ hi(x[i], {x[j]}j∈Ni
)] +

∑

j∈Ni

Aijx[j]
(7.12)

where, differently from (1.2), we define the set of parents to subsystem i

as Ni = {j ∈ M :
∂x+

[i]

∂x[j]
6= 0ni

, i 6= j}. Furthermore, hi(·) : R
ni+

∑

j∈Ni
nj →

Rmi , and we assume gi(·) : R
ni+

∑

j∈Ni
nj → R is invertible.

7.4.1 Nonlinear tube-based distributed MPC

In the spirit of tube-based MPC, as in [RTMA06], we define a nominal
model for each subsystem as

Σ̂[i] : x̂+
[i] = Aiix̂[i] +Biv[i] (7.13)
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where v[i] is the input. As in [RTMA06] our goal is to relate inputs v[i] in
(7.13) to u[i] in (7.12) and compute sets Zi ⊆ Rni , i ∈M such that

x[i](0) ∈ x̂[i](0)⊕ Zi ⇒ x[i](t) ∈ x̂[i](t)⊕ Zi, ∀t ≥ 0.

In other words, as in Chapters 5 and 6, we want to confine x[i](t) in a
tube around x̂[i](t) of section Zi. Therefore, if x[i] ∈ Zi there exists u[i] =

κ̄i(x[i]) : Zi → Uzi
such that x+

[i] ∈ Zi, ∀x[j] ∈ Xj , j 6= i. Moreover if
x[i] ∈ x̂[i] ⊕ Zi and one uses the controller

CNL[i] : u[i] = gi(x[i], {x[j]}j∈Ni
)−1[−hi(x[i], {x[j]}j∈Ni

)+

+v[i] + κ̄i(x[i] − x̄[i]) +
∑

j∈Ni

Kijx[j]]
(7.14)

where Kij ∈ Rmi×nj , then, for all v[i], one has x+
[i] ∈ x̂+

[i] ⊕ Zi. Controller

CNL[i] is based on the well-known idea of canceling nonlinearities in the state
equations. This is possible because in (7.12) nonlinear terms are “matched”,
i.e. they can be directly modified through the control input u[i]. Following

[RTMA06], the next goal is to compute tightened constraints X̂i ⊆ Xi and
Vi ⊆ Ui for guaranteeing x̂[i] ∈ X̂i and v[i] ∈ Vi, at all time instants.
Tightened state constraints must satisfy the following inclusions

X̂i ⊕ Zi ⊆ Xi

Gi

(

Vi ⊕ Uzi
⊕

⊕

δijKijXj ⊕Hi

)

⊆ Ui

where Gi = gi(Xi, {Xj}j∈Ni
)−1 and Hi = hi(Xi, {Xj}j∈Ni

). Obviously, as
in nonlinear tube-based MPC theory, the most difficult step is the eval-
uation of sets Gi and Hi. Estimates of these sets can be obtained using
methods of reachability analysis for nonlinear systems, as those discussed
in [RRS+12]. Since we need to stabilize the nominal subsystems (7.13) and
to guarantee satisfaction of tightened state constraints, we need to solve a
suitable local MPC problem. In summary, similar to Chapter 6, the con-
troller CNL[i] is given by (7.14), (6.6) and (5.13) and it is distributed since
it depends upon quantities of subsystem Σ[i] and parents’ subsystems only.
Therefore, using (7.12) and (7.14), and defining x̂ = (x̂[1], . . . , x̂[M ]) ∈ Rn,
v = (v[1], . . . , v[M ]) ∈ Rm, κ̄(x) = (κ̄1(x[1]), . . . , κ̄M (x[M ])) : Rn → Rm and
K that collects matrices Kij, we obtain the closed-loop system

x+ = Ax + Bv + Bκ̄(x− x̂) + BKx. (7.15)
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We note that, thanks the choice of nonlinear controllers CNL[i] , we obtained
a closed-loop system easier to analyze: if δij = 0, for all i ∈M and j ∈ Ni,
(7.15) is equivalent to (6.16), if at least one δij 6= 0, (7.15) is equivalent
to the closed-loop system analyzed in Section 7.3. Therefore, asymptotic
stability of the origin of the closed-loop system and constraint satisfaction
can be guaranteed. Moreover if each subsystem is affected by bounded
model disturbances, we can adopt the method proposed in Section 7.2 in
order to design a robust version of local controllers. Since we can design
controller (7.14) through Algorithm 7.1, distributed nonlinear controllers
CNL[i] can be synthesized in a PnP fashion. We will illustrate PnP operations
in the next section through an example.

7.4.2 Examples

We consider the nonlinear discrete-time system (7.16) composed by the 4
subsystems shown in Figure 7.5.
We assume that each subsystem is equipped with the following constraints
Xi = {x[i] ∈ Rni : ||x||∞ ≤ 1}, ∀i = 1 : 4 and Ui = {u[i] ∈ Rmi : ||u||∞ ≤
2}, ∀i = 1 : 3. Moreover subsystem 4 is affected by disturbances d[4] ∈ R2

bounded in the set D4 = {d[4] ∈ R2 : ||d||∞ ≤ 0.1}. We note that (7.16) is
in the form of (7.12). In the following we consider two scenarios.

Scenario 1

In this scenario we consider that system (7.16) is composed of subsystems
Σ[1], Σ[2] and Σ[3] only. We design local controllers CNL[i] , i = 1 : 3 setting

δij = 0, i 6= j, therefore local controllers CNL[i] are decentralized, since
they depends on local quantities only. In Figure 7.6 we show a control
experiment for system proposed in Scenario 1. We highlight that the state
x and the input u go to zero asymptotically.

Scenario 2

In this scenario we consider the system of Scenario 1 where subsystem Σ[4]

wants to plug in. Since the state of subsystem Σ[4] acts on subsystems
Σ[1] and Σ[3], local controllers CNL[1] and CNL[3] must be retuned. We set
δs,4 = 0, s = {1, 3}, δ4,j = 1, j = {1, 3} and ξ4j = ∞. In Step (I) of
Algorithm 7.1, we obtained matrices K41 and K43 such that A41 + B4K41

and A43 + B4K43 are zero. Note that, differently from local controllers
CNL[i] , i = 1 : 3, local controller CNL[4] is distributed since u[4] depends on
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x+
[1]

=

[
1 1
0 1

]

x[1] +

[
0.1 0.02 0 0.08 0

−0.2 0 0.1 −0.08 0.02

] [
x[2]

x[4]

]

+

[
0
1

]

x̃[1] (7.16a)

where x̃[1] = |
∑

j∈N1
k∈1:nj

x[j,k] − 5|u[1] + x3
[2,1]

x+
[2]

=

[
0.1 1 0.3

−0.1 −1 0.5
0.6 0.7 0.8

]

x[2] +

[
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]
[
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]

+

[
1

0.5
1

]

x̃[2]

(7.16b)

where x̃[2] =







∏

j∈N2
k∈1:nj

x[j,k] − 5






u[2] + (x[1,2]x[3,2])

5

x+
[3]

=

[
1 0.1
1 1

]

x[3] +

[
0.05 0.02 0 | 0.01 0
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] [
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]

+

[
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2

]

x̃[3] (7.16c)

where x̃[3] =







√
√
√
√

∑

j∈N3
k∈1:nj

x2
[j,k]

− 3






u[3] + sin(x[2,3]) cos(x[2,1])

x+
[4]

=

[
1 −1
1 0

]

x[4] +

[
0.08 0 | 0.01 0.02
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] [
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x[3]

]

+

[
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]

x̃[4] + d[4]

(7.16d)

where x̃[4] =







∑

j∈N4
k∈1:nj

x[j,k] − 5






u[4] +

[
0.5ex[1,1] sin(x[3,1])
0.5ex[1,2] sin(x[3,2])

]

Σ[1] Σ[2]

Σ[3]Σ[4]

Figure 7.5: Nonlinear system composed of 4 subsystems.

states of parents’ subsystems. In Figure 7.7 we show a control experiment
for system proposed in Scenario 2. We highlight that the state x and the
input u cannot go to zero asymptotically since subsystem 4 is affected by
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Figure 7.6: Control experiments for Scenario 1.
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Figure 7.7: Control experiments for Scenario 2.

bounded disturbances, therefore the state of each subsystem 4 is kept in a
tube as highlighted in Section 7.2.

7.5 Final comments

In this chapter we proposed various improvements for the PnP-DeMPC reg-
ulators introduced in previous chapters. We introduced methods to design
robust controllers and to design controllers for subsystems described by dy-
namics with matched nonlinearities. Most importantly, we proposed a dis-
tributed PnPMPC controller that is less conservative than the PnP-DeMPC
regulators studied in previous chapters, as the exchanged online information
can be used for reducing the magnitude of the coupling among subsystems.
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7.6 Appendix

7.6.1 Proof of Theorem 7.1

Proof. The proof is a straightforward adaptation of the Step 1 of the proof
of Theorem 6.1 (see the Appendix 6.8). We report it below for the sake of
completeness. The first part of the proof uses arguments similar to the ones
adopted for proving Theorem 1 both in [FS12] and Chapter 5. Indeed we
can easily prove that optimizers x̂[i](0|t) and v[i](0|t) of the MPC-i optimiza-
tion problem defined in Step (IIIiii) of Algorithm 6.1 verify x̂[i](0|t)→ 0ni

and v[i](0|t) → 0mi
as t→ ∞. We highlight that constraint (5.13b) in the

MPC-i problem is replaced by (6.7).
Next, we prove that dist(Z,x(t)) → 0, as t → ∞. To this purpose, we
prove that if x(0) ∈ XN there is T̃ > 0 such that x(T̃ ) ∈ Z and hence
dist(Z,x(T̃ )) = 0.
Recalling that the state x(t) evolves according to the equation (7.4), we
can write

x(t+ 1) = ADx(t) + Bκ̄(x(t)) + Acx(t) + η̄(t) + Dd (7.16)

where AD = diag(A11, . . . , AMM ), AC = A−AD,

η̄(t) = B(v(t) + κ̄(z(t))− κ̄(x(t))) (7.17)

and z(t) = x(t) − x̂(0|t). In particular, if x(0) ∈ XN , recursive feasibility
shown above implies that (7.16) holds for all t ≥ 0.
Note that in view of Assumption 6.3, the LP problem (6.14) is feasible for
all z[i] ∈ Rni . Indeed (6.14c) and (6.14e) require that there are µ > 0 and

z̄s[i] ∈ µZ̄si , s ∈ 0 : ki − 1 such that z[i] =
∑ki−1
i=0 z̄s[i] and since Z̄0

i ⊃ Bωi
(0)

(i.e. Z̄0
i is full dimensional), these quantities always exist. This implies that

the function κ̄(x(t)) in (7.16) is always well defined.
We already proved the asymptotic convergence to zero of the nominal state
x̂(0|t) and the input signal v(0|t) and hence it holds

∀δ > 0, ∃T1 > 0 : ||x̂(0|t)|| ≤ δ and ||v(0|t)|| ≤ δ, ∀t ≥ T1. (7.18)

Moreover, according to [Gal95], we can assume without loss of generality
that κ̄i(·) is a continuous piecewise affine map. In view of this, κ̄(·) is also
globally Lipschitz, i.e.

∃ L > 0 : ||κ̄(x − x̂)− κ̄(x)|| ≤ L||x̂|| (7.19)
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for all (x, x̂) such that x ∈ X and x − x̂ ∈ Z. Using (7.19) one can show
that, for all ǫ > 0, setting δ = ǫ

||B||(1+L) the following implication holds

||x̂(0|t)|| ≤ δ and ||v(0|t)|| ≤ δ ⇒ ||η̄(t)|| ≤ ǫ, ∀x(t) ∈ X.

Therefore, from (7.18),

∀ǫ > 0, ∃T1 > 0 : ||η̄(t)|| ≤ ǫ, ∀t ≥ T1. (7.20)

Since ||x̂(0|t)|| → 0n, as t→∞, and Z contains
∏M
i=1 Bωi

(0ni
), then

∀δz > 0, ∃T2 > 0 : x̂(0|t) ∈ δzZ, ∀t ≥ T2 (7.21)

and hence, from (6.7),

x(t) = x̂(0|t) + (x(t)− x̂(0|t)) ∈ (1 + δz)Z, ∀t ≥ T2. (7.22)

From (7.16) we have, for all i ∈M,

x[i](t + 1) = Aiix[i](t) +Biκ̄i(x[i](t)) + w̃[i](t) (7.23)

where w̃[i] =
∑

j∈Ni
Aijx[j] + η̄[i] +Did[i], ∀i ∈M. Setting T̄ = max{T1, T2}

and using (7.20) and (7.22), one has, ∀t ≥ T̄

w̃[i] ∈ (1 + δz)
⊕

j∈Ni

AijZj ⊕Bǫ(0ni
)⊕DiDi. (7.24)

From Assumption 6.2 we have

DiDi ⊕
⊕

j∈Ni

AijZj ⊆ DiDi ⊕
⊕

j∈Ni

Aij
[

Xj ⊖Bρj,1(0nj
)
]

(7.25a)

⊆ DiDi ⊕
⊕

j∈Ni

[

(AijXj)⊖
(

AijBρj,1(0nj
)
)]

(7.25b)

⊆ DiDi ⊕



⊕

j∈Ni

AijXj



⊖



⊕

j∈Ni

AijBρj,1(0nj
)





(7.25c)

⊆ DiDi ⊕Wi ⊖



⊕

j∈Ni

AijBρj,1(0nj
)



 (7.25d)

⊆ W̄i ⊖



⊕

j∈Ni

AijBρj,1(0nj
)



 (7.25e)
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Manipulations (7.25b) and (7.25c) similar to (6.34b) and (6.34c) and they
are justified in the remark after (6.34).
Therefore, there is ξi ∈ [0, 1) (that does not depend on ǫ and δz) such that

DiDi ⊕
⊕

j∈Ni

AijZj ⊆ ξiW̄i, (7.26)

and then, from (7.24),

w̃[i] ∈ (1 + δz)ξiW̄i ⊕Bǫ(0ni
), ∀t ≥ T̄ .

Note that in (7.20) the parameter ǫ > 0 can be chosen arbitrarily small.
Assume that it verifies ǫ < (1 + δz)ξiωi, ∀i ∈ M where ωi are the radii of
the balls in Assumption 6.3. Then, using Assumption 6.3 we get for t ≥ T̄

w̃[i](t) ∈ (1 + δz)ξi(W̄i ⊕Bωi
(0ni

)) ⊆ (1 + δz)ξiZ̄
0
i . (7.27)

In view of (7.22) and (7.27), Lemma 6.2 guarantees that

x+
[i] ∈ (1 + δz)(Zi ⊖ (1− ξi)Z̄0

i ) (7.28)

From Assumption 6.3, one has Zi ⊖ (1 − ξi)Z̄0
i ⊂ Zi ⊖ B(1−ξi)ωi

(0ni
) and

hence, since Zi contains the origin in its interior, there is µi ∈ [0, 1) such
that Zi ⊖ (1 − ξi)Z0

i ⊂ µiZi. From (7.28) we get x+
[i] ∈ (1 + δz)µiZi. If in

(7.21) we set δz such that (1 + δz)µi < 1, we have shown that for t = T̄ it
holds x[i](T̄ + 1) ∈ Zi and the proof is concluded setting T̃ = T̄ + 1.
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8.1 Introduction

As in [FS11a] and Chapter 3, in this chapter we consider discrete-time linear
time-invariant subsystems affected by bounded disturbances and propose
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a DSE composed by LSEs with a Luenberger-like structure and connected
through a network with parent-child topology. We provide conditions for
guaranteeing estimation errors fulfill prescribed zonotopic constraints at all
times and converge to zero when there are no disturbances. A key feature of
our approach is that, differently from [FS11a] and Chapter 3, checking these
conditions amounts to numerical tests that are associated with individual
LSEs and that can be conducted in parallel using hardware collocated with
subsystems. Furthermore, each test requires data from parent subsystems
only. These properties enable PnP design of LSEs.
The chapter is structured as follows. The DSE is introduced in Section
8.2. In Section 8.3, the main results allowing design decentralization are
presented together with the optimization-based synthesis of LSEs. PnP
operations are discussed in 8.4. In Section 8.5 we illustrate the use of the
DSE for reconstructing the states of a 2D array of masses connected by
springs and dampers. Finally, Section 8.6 is devoted to conclusions.

8.2 Distributed state estimator

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu + Dd

y = Cx + ̺
(8.1)

composed of M subsystems, in accordance with the notation introduced in
Section 1.5. In this chapter we will focus our attention on the problem of
bounded-error state estimation, therefore we consider constraints on model
and output disturbances on each subsystem. More specifically, we assume
that the sets Di ⊂ Rri and Oi ⊂ Rpi are zonotopes centered at the origin.
Without loss of generality, Di can be written as

Di = {d[i] ∈ R
ri : Fiw[i] ≤ 1ῡi

}
= {d[i] ∈ R

ri : d[i] = ∆i̥
d
i , ||̥d

i ||∞ ≤ 1}
(8.2)

where Fi = (fTi,1, . . . , f
T
i,ῡi

) ∈ Rῡi×ri , rank(Fi) = ri, ∆i ∈ Rri×r̄i and ̥d
i ∈

Rr̄i , and Oi can be written as

Oi = {̺[i] ∈ R
pi : Gi̺[i] ≤ 1ν̄i

}
= {̺[i] ∈ R

pi : ̺[i] = Υi̥
̺
i , ||̥̺

i ||∞ ≤ 1}
(8.3)

where Gi = (gTi,1, . . . , g
T
i,ν̄i

) ∈ Rν̄i×pi , rank(Gi) = pi, Υi ∈ Rpi×p̄i and ̥
̺
i ∈

Rp̄i.
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8.2.1 Distributed state estimator definition

In this section we propose a DSE for (8.1). As in Chapter 3, we define for
i ∈M the LSE

Σ̃[i] : x̃+
[i] = Aiix̃[i] +Biu[i] − Lii(y[i] − Cix̃[i])+

∑

j∈Ni

Aij x̃[j] −
∑

j∈Ni

δ̃ijLij(y[j] − Cj x̃[j])
(8.4)

where x̃[i] ∈ Rni is the state estimate, Lij ∈ Rni×pj are gain matrices and
δ̃ij ∈ {0, 1}. This implies that Σ̃[i] depends only on local variables (x̃[i], u[i]

and y[i]) and parents’ variables (x̃[j] and y[j], j ∈ Ni). Binary parameters
δ̃ij , j ∈ Ni can be chosen equal to one for exploiting the knowledge of
parents’ outputs, or equal to zero for reducing the number of transmitted
output samples.
Defining the state estimation error as

e[i] = x[i] − x̃[i], (8.5)

from (1.2), (8.4) and (8.5), we obtain the local error dynamics

Θ[i] : e+
[i] = Āiie[i] +

∑

j∈Ni

Āije[j] +Did[i] +Lii̺[i] +
∑

j∈Ni

δ̃ijLij̺[j] (8.6)

where Āii = Aii + LiiCi and Āij = Aij + δ̃ijLijCj, i 6= j. Our main goal is
to solve the following problem.

Problem 8.1. Design in a decentralized fashion LSEs Σ̃[i], i ∈M that

(a) are nominally convergent, i.e. when Di = {0ri
} and Oi = {0pi

} it holds

||e[i](t)|| → 0ni
as t→∞ (8.7)

(b) guarantee, for suitable initial conditions

e[i](t) ∈ Ei, ∀t ≥ 0 (8.8)

where Ei ⊆ Rni are zonotopes centered at the origin given by

Ei = {e[i] ∈ R
ni : Hie[i] ≤ 1τ̄i

}
= {e[i] ∈ R

ni : e[i] = Ξi̥
e
i , ||̥e

i ||∞ ≤ 1}.
(8.9)

In (8.9), Hi = (hTi,1, . . . , h
T
i,τ̄i

) ∈ Rτ̄i×ni , rank(Hi) = ni, Ξi ∈ Rni×n̄i

and ̥e
i ∈ Rn̄i .
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Defining the variable e = (e[1], . . . , e[M ]) ∈ Rn, from (8.6) one obtains the
collective dynamics of the estimation error

e+ = Āe + Dd + L̺ (8.10)

where the matrices Ā and L are composed by blocks Āij, i, j ∈M.
We equip system (8.10) with constraints e ∈ E =

∏

i∈M Ei, d ∈ D and
̺ ∈ O. From (8.10), if L is such that Ā is Schur, then property (8.7) holds.
Moreover, if there exists an RPI set S ⊆ E for the constrained system (8.10),
then e(0) ∈ S guarantees property (8.8). As in Chapter 3, we highlight
that methods based on LP for computing S exist [RKKM05] and [RB10].
However the resulting LP problems require the knowledge of the collective
model (8.1) and therefore they become prohibitive for LSSs. In the next
section, we propose a method to design LSEs using only computational
resources collocated with subsystems. Differently from method propose in
Chapter 3 and based on practical invariance, in this chapter we do not need
any centralized operation for the design of a LSE.

8.3 Decentralization of LSE design

In the following, we first solve Problem 8.1 in the case of D = {0r} and
O = {0p}, i.e. no disturbances act on subsystems (8.1), and then show how
to take disturbances into account.
When D = {0r} and O = {0p}, we need to find matrices Lij i, j ∈ M
such that system (8.10) is asymptotically stable. To achieve this aim in a
decentralized fashion, we treat the coupling term v[i] =

∑

j∈Ni
Āije[j] as a

disturbance for the error dynamics

e+
[i] = Āiie[i] + v[i] (8.11)

and then confine the error into an RPI set Si ⊆ Ei for (8.11) and v[i] ∈
Vi =

⊕

j∈Ni
ĀijEj. The main result, that will also enable PnP design of

LSEs, is given in the next proposition.

Proposition 8.1. Let D = {0r} and O = {0p}. If, for given matrices Lij
and parameters δ̃ij , i, j ∈M, the following conditions are fulfilled

Āii is Schur, ∀i ∈M (8.12a)

βi =
∑

j∈Ni

∞∑

k=0

||HiĀkiiĀijH♭j||∞ < 1, ∀i ∈M (8.12b)

then
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(I) Ā is Schur;

(II) ∀i ∈ M there exists an RPI Si ⊆ Ei for dynamics (8.11), such that
S =

∏

i∈M Si is a positively invariant set for system (8.10).

Proof. The proof is given in the Appendix 8.7.1.

Some comments are in order. The conditions in Proposition 8.1 guarantee
that if e[i](0) ∈ Si, ∀i ∈ M, then (8.7) and (8.8) hold. Condition (8.12b),
that stems from the small gain theorem for networks [DRW07], implies
that the coupling between subsystems must be sufficiently small. In par-
ticular, if subsystems are decoupled, (8.12b) is always fulfilled and nominal
convergence of the state estimator is guaranteed by condition (8.12a) only.

Remark 8.1. We highlight that, for a given i ∈M, the quantity βi in (8.12)
depends only upon local fixed parameters {Aii, Ci,Hi}, parents’ fixed pa-
rameters {Aij , Cj ,Hj}j∈Ni

and local tunable parameters {Lii, {Lij , δ̃ij}j∈Ni
}

but not on parents’ tunable parameters. This implies that the choice of
{Lii, {Lij , δ̃ij}j∈Ni

} does not influence the choice of {Ljj, {Ljk, δ̃jk}k∈Nj
},

for i 6= j.

When system (8.1) is affected by disturbances, i.e. D 6= {0r} or O 6= {0p},
we can still use (8.12) for guaranteeing the stability of matrix Ā, but we
need an additional condition in order to guarantee the existence of an RPI
set Si ⊆ Ei for the error dynamics

e+
[i] = Āiie[i] + ṽ[i] (8.13)

where the disturbance ṽ[i] verifies

ṽ[i] = v[i] +Did[i] + Lii̺[i] +
∑

j∈Ni

δ̃ijLij̺[j] ∈ Ṽi (8.14)

where

Vi =
⊕

j∈Ni

ĀijEj ⊕DiDi ⊕ LiiOi ⊕
⊕

j∈Ni

δ̃ijLijOj.

Since Ṽi is a zonotope, it can be written as Ṽi = {ṽ[i] ∈ Rñi : ṽ[i] =
Ψi ˜̥ i, || ˜̥ i||∞ ≤ 1} where Ψi collects its generators.

Proposition 8.2. For given matrices Lij and parameters δ̃ij , i, j ∈ M, if
conditions (8.12) hold and

γi =
∞∑

k=0

||HiĀkiiΨi||∞ < 1, ∀i ∈M (8.15)
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then, there exists an RPI set Si ⊆ Ei for (8.13), such that S =
∏

i∈M Si is
an RPI set for system (8.10).

Proof. The proof is given in the Appendix 8.7.2.

Remark 8.2. We note that if the subsystems are decoupled, then condition
(8.15) implies that there exists an mRPI Si ⊆ Ei for the local error dynamics
(8.13). Moreover, when subsystems are coupled and Di = {0ri

} and Oi =
{0pi
}, if βi < 1 then γi < 1. Indeed, Di = {0ri

} and O = {0pi
} imply

that ∆i = 0ri×r̄i
and Υi = 0pi×p̄i

, as shown in the proof of Proposition
8.1, it holds

∑∞
k=0

∑

j∈Ni
||HiĀkiiĀijΞ♭j||∞ ≤

∑∞
k=0

∑

j∈Ni
||HiĀkiiĀijH♭j||∞.

Finally, the pieces of information needed for computing scalars γi are the
same needed for computing scalars βi (see Remark 8.1).

From results in Proposition 8.1 and 8.2, Problem 8.1 can be decomposed
into the following independent design problems for i ∈M.

Problem 8.2 (Problem Pi). Check if there exist Lii and {Lij}j∈Ni
such

that Āii is Schur, βi < 1 and γi < 1.

Remark 8.3. As shown in [KG98], a necessary condition for the existence
of RPI sets Si for (8.13) is that

Ṽi ⊆ Ei, ∀i ∈M (8.16)

where Ṽi depend upon sets Ej, j ∈ Ni, see (8.14). In our approach, sets Ei

are assigned a priori on the basis, e.g. of application-dependent constraints.
Therefore we implicitly assume conditions (8.16) are verified. However, if
subsystems are added sequentially to an existing plant and LSEs are de-
signed with the PnP procedure described in Section 8.4, conditions (8.16)
are automatically checked and, if violated, they prevent from plug in sub-
system Σ[i]. We also highlight that when sets Ei can be arbitrarily chosen,
centralized methods for fulfilling conditions (8.16) exist [FS11a].

8.3.1 Optimization-based synthesis of LSEs

The procedure for solving problems Pi, i ∈M is summarized in Algorithm
8.1 that can be executed in parallel by each subsystem using local hardware.

In Step (I), if δ̃ij = 1, the computation of matrices Lij , j ∈ Ni is required.
Since the choice of Lij affects the coupling term Āij = Aij + δ̃ijLijCj,
and hence the possibility of verifying inequalities (8.12) and (8.15), as in
Section 7.3.1 in the case of distributed controllers, we propose to reduce
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Algorithm 8.1 Design of the LSE Σ̃[i] for subsystem Σ[i]

Input: zonotopes Ei, Di, Oi and scalars δ̃ij ,∀j ∈ Ni.
Output: set Si and state estimator Σ̃[i].

(I) if δij = 1, compute the matrix Lij , ∀j ∈ Ni solving

min
Lij

||HiĀijH♭j||p (8.17)

where p is a generic norm.

(II) compute a matrix Lii such that βi < 1 and γi < 1. If it does not
exist stop;

(III) compute the set Si.

the magnitude of coupling by minimizing the magnitude of Āij in (8.17),
where Hi and H♭j allow us to take into account the size of sets Ei and Ej,

respectively. More precisely, it can be shown that the term ||HiĀijH♭j||p
is a measure of how much the coupling term Āije[j], j ∈ Ni affects the
fulfillment of the constraint e[i] ∈ Ei (see Appendix 8.7.3). We highlight
that the minimization of ‖HiĀijH♭j‖1 in (8.17) amounts to an LP problem

and the minimization of ‖HiĀijH♭j‖F can be recast into a QP problem. So
far, the parameters δij have been considered fixed. However, if in Step (I)
one obtains Lij = 0ni×pj

for some j ∈ Ni, it is impossible to reduce the
magnitude of the coupling term Āij and the knowledge of y[j] is useless for
estimator Σ̃[i]. This suggests to revise the choice of δ̃ij and set δ̃ij = 0.

In Step (II), for the computation of matrix Lii we propose an automatic
method in order to guarantee satisfaction of inequalities (8.12) and (8.15).
This procedure parallels the method proposed in Section 5.3 for control
design. Moreover the proposed procedure is implemented in the PnPMPC-
toolbox for MatLab [RBFT12] (see Appendix C). We solve the following



160 Chapter 8. Plug-and-play distributed state estimation

nonlinear optimization problem

min
Lii

µi (8.18a)

ρ̄(Aii + LiiCi) < 1 (8.18b)

βi < 1 (8.18c)

γi < 1 (8.18d)

where µi = max(βi, γi, ρ̄(Aii+LiiCi)) and constraint (8.18d) is needed only
if Di 6= {0ri

} or Oi 6= {0pi
}. Since (8.18) is a nonlinear optimization prob-

lem, a suitable initialization of Lii is needed, hence we initialize Lii as the
dual LQR gain associated to matrices Q̃i ≥ 0ni×ni

and R̃i > 0mi×mi
, that

are inputs for the nonlinear optimization. The feasibility of problem (8.18)
guarantees that the estimator Σ̃[i] can be successfully designed. Note that
if all matrices Lij, j ∈ Ni are such that Āij = 0ni×nj

, the inequality (8.18c)
is always fulfilled and, when D = {0ri

} and O = {0pi
}, the optimization

problem (8.18) is reduced to the problem of design a standard dual LQR
gain.
In Step (III) of Algorithm 8.1 we need to compute a nonempty RPI set
Si ⊆ Ei that, in view of Propositions 8.1 and 8.2, exists if the optimization
problem (8.18) is feasible. To this purpose, several algorithms can be used.
For instance, [RKKM05] discusses the computation of ǫ-outer approxima-
tion of the mRPI Si. The MRPI set S̄i can be obtained using methods
in [GT91]. More recently, efficient procedures have been also proposed for
computing polytopic [RB10] or zonotopic [Rak05] RPI sets.

8.4 Plug-and-play operations

Consider a plant composed by subsystems Σ[i], i ∈M equipped with local
state estimators Σ̃[i], i ∈M produced by Algorithm 8.1. In case subsystems
are added or removed, we show how to preserve properties (8.7) and (8.8)
by updating a limited number of existing LSEs. Note that plug in and plug
out of subsystems are here considered as offline operations, i.e. they do not
lead to switching between different dynamics in real time.

8.4.1 Plugging in operation

We start considering plug in of subsystem Σ[M+1], characterized by param-
eters AM+1,M+1, CM+1, EM+1, DM+1, OM+1, NM+1 and coupling terms
{AM+1,j}j∈NM+1

. In particular, NM+1 identifies the subsystems that will
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influence Σ[M+1] through matrices {AM+1,j}j∈NM+1
. Subsystems that will

be influenced by Σ[M+1] are given by SM+1 where

Si = {j : i ∈ Nj}

is the set of children of subsystem Σ[i]. For designing the LSE Σ̃[M+1] we
execute Algorithm 8.1 that needs information only from subsystems Σ[j],
j ∈ NM+1. If Algorithm 8.1 stops before the last step, we declare that
Σ[M+1] cannot be plugged in. Since sets Nj, j ∈ SM+1 have now one more
element, previously obtained matrices Ljj, j ∈ SM+1 might give βi ≥ 1 or
γi ≥ 1. Indeed, quantities βi and γi in (8.12) and (8.15) can only increase.
Furthermore, the size of the set Sj increases and therefore the condition
Sj ⊆ Ej could be violated. This means that for each j ∈ SM+1 the LSE
Σ̃[j] must be redesigned by running Algorithm 8.1. Again, if Algorithm 8.1
stops before completion for some j ∈ SM+1, we declare that Σ[M+1] cannot
be plugged in.
Note that LSE redesign does not propagate further in the network, i.e. even
without changing state estimators Σ̃[i], i /∈ {M+1}⋃ SM+1, properties (8.7)
and (8.8) are guaranteed for the new DSE.

8.4.2 Unplugging operation

We consider plug out of subsystem Σ[k], k ∈ M. Since for each i ∈ Sk the
set Ni contains one element less, one has that βi in (8.12) and γi in (8.15)
cannot increase. Furthermore, the set Si, chosen before the removal of sys-
tem Σ[k], still verifies Si ⊇ Ṽi and therefore previously obtained optimizers
for problem (8.17) can still be used. This means that for each i ∈ Sk the
LSE Σ̃[i] does not have to be redesigned. Moreover, since for each system
Σ[j], j /∈ {k}

⋃Sk, the set Nj does not change, the redesign of the LSE Σ̃[j]

is not required.
In conclusion, the removal of system Σ[k] does not require the redesign of
any LSE in order to guarantee (8.7) and (8.8). However systems Σ[i] i ∈ Sk
have one parent less and the redesign of LSEs Σ̃[i] through Algorithm 8.1
could improve the performance.

8.5 Example

We consider a system composed by 16 masses coupled as in Figure 8.1 where
the four edges connected to a point correspond to springs and dampers ar-
ranged as in Figure 6.9 in Section 6.6.3. Each mass f ∈ 1 : 16 is an
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LTI system with state variables x[f ] = (x[f,1], x[f,2], x[f,3], x[f,4]) and in-
put u[f ] = (u[f,1], u[f,2]), where x[f,1] and x[f,3] are the displacements of
mass f with respect to a given equilibrium position in the plane (equilib-
ria lie on a regular grid), x[f,2] and x[f,4] are the horizontal and vertical
velocity of the mass f , respectively, and 100u[f,1] (respectively 100u[f,2]) is
the force applied to mass f in the horizontal (respectively, vertical) direc-
tion. The values of mf have been extracted randomly in the interval [5, 10]
while spring constants and damping coefficients are identical and equal to
0.5. Each mass is equipped with local state estimation error constraints
||e[f,j]||∞ ≤ 1, j = 1, 3 and ||e[f,l]||∞ ≤ 1.5, l = 2, 4.
A subsystem Σ[i], i ∈ M = 1 : 4 is a group of four masses as in Figure
8.1. Therefore each subsystem has order 16 and two parents. For each
subsystem Σ[i] we have 8 outputs that are the displacements of two masses
and the velocities of the other two masses.

Figure 8.1: Position of the 16 masses on the plane. Dashed lines define
subsystems Σ[i], i ∈M = 1 : 4.

We obtain models Σ[i] by discretizing continuous-time models with 0.2 sec
sampling time, using zero-order hold discretization for the local dynamics
and treating x[j], j ∈ Ni as exogenous signals [FCS13]. We design an
LSE Σ̃[i], i ∈ M using Algorithm 8.1 and assuming matrices Q̃i = 0.01I16

and Ri = 100I8 as inputs for nonlinear optimization problem (8.18). The
modeling of the LSS, the design of LSEs and the simulations have been
performed using [RBFT12]. In Figure 8.2 we show a simulation where the
initial state of each mass is x[f ](0) = 0, f ∈ 1 : 16 and the control inputs
u[f,l](k) = 0.1 sin(k), l ∈ 1 : 2, have been used. We initialize each LSE in
order to have e[i] ∈ Si. Estimation results produced by LSEs that have
been designed with δ̃ij = 0, j ∈ Ni are represented in the left panels of
Figures 8.2a and 8.2b. Results obtained by setting δ̃ij = 1, j ∈ Ni and
choosing Frobenius norm in (8.17), i.e. p = ”F”, are shown in the right
panels of Figures 8.2a and 8.2b. One can notice that in both cases, state
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estimation errors converge to zero and they are bounded at all times.
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(a) State (dashed lines) and state estimation (continuous line) of the upper left
mass in Figure 8.1 at time instants t = 0 : 6 sec.
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(b) Estimation errors for all states at times t = 0 : 20 sec.

Figure 8.2: State estimation results for LSEs designed setting δ̃ij = 0,
j ∈ Ni (left panels) and δ̃ij = 1, j ∈ Ni (right panels). In panels 8.2a the
same color has been used for a state and its estimate: cyan and green lines
denote velocities while blue and red lines denote positions.

In Figure 8.3 we show a simulation where each state of subsystem Σ[i], i ∈
1 : 4 is affected by a disturbance d[i] sampled from the uniform distribution
in the set Di = {d[i] ∈ R : |d[i]| ≤ 0.015}. This has been obtained setting
Di = 116 and Oi = {0pi

}. The left panels of Figures 8.3a and 8.3b show
results produced by LSEs designed with δ̃ij = 0, j ∈ Ni while the right
panels of Figures 8.3a and 8.3b show the results obtained for δ̃ij = 1,
j ∈ Ni and choosing norm p = F . In both cases, errors fulfill the prescribed
bounds but do not converge to zero because of the persistent disturbances
d[i], i ∈ 1 : 4.
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(a) State (dashed lines) and state estimation (continuous line) of the upper left
mass in Figure 8.1 at time instants t = 0 : 6 sec.

0 5 10 15 20
-1.5

-1

-0.5

0

0.5

1

1.5

t [s]

e

0 5 10 15 20
-1.5

-1

-0.5

0

0.5

1

1.5

t [s]

e

(b) Estimation errors for all states at times t = 0 : 20 sec.

Figure 8.3: State estimation results for LSEs designed setting δ̃ij = 0,
j ∈ Ni (left panels) and δ̃ij = 1, j ∈ Ni (right panels). In panels 8.3a the
same color has been used for a state and its estimate: cyan and green lines
denote velocities while blue and red lines denote positions.

8.6 Final comments

In this chapter, we have proposed a novel DSE for large-scale linear per-
turbed systems, which guarantees that the estimation errors are bounded
into prescribed sets and converge to zero in absence of disturbances. The al-
gorithm is based on the partition of the overall system into subsystems with
non-overlapping states. In particular, the design of LSEs can be carried out
in a decentralized fashion by solving a suitable optimization problem where
just information by parent nodes is required. This allows one to efficiently
update the overall DSE when subsystems are plugged in and out.
In Chapter 9, we will propose the design of output-feedback PnP controllers
combining the proposed state estimator and the state-feedback PnP con-
trollers presented in previous chapters.
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8.7 Appendix

8.7.1 Proof of Proposition 8.1

The proof uses arguments that are similar to the ones adopted in Section
5.7.1.

Proof of (I)

Proof. Define a matrix M such that its ij-th entry µij is

µij = −1 if i = j

µij =
∑∞
k=0 ||HiĀkiiĀijH♭j||∞ if i 6= j.

Note that all the off-diagonal entries of matrix M are non-negative, i.e., M
is Metzler (see Section A.2 in Appendix A).
Inequalities (8.12b) are equivalent to Mν < 0M where ν = 1M . Then, from
Lemma A.1, M is Hurwitz. From Lemma A.2, (8.12b) implies that matrix
Γ = M + IM is Schur.
For dynamics (8.11), we have

e[i](t) = Ātiie[i](0) +
t−1∑

k=0

Ākii
∑

j∈Ni

Āije[j](t− k − 1). (8.19)

In view of (8.19) we can write

||Hie[i](t)||∞ ≤ ||HiĀtiiH♭i ||∞||Hie[i](0)||∞ +
∑

j∈Ni

γij max
k≤t
||Hje[j](k)||∞.

where γij are the entries of Γ. Denoting ẽ[i] = Hie[i], we can collectively
define ẽ = H̃e, where H̃ = diag(H1, . . . ,HM ). From the definition of sets
Ei, we have rank(H̃) = n. We define the system

ẽ+ = ˜̄Aẽ (8.20)

where ˜̄A = H̃ĀH̃♭. In order to analyze the stability of the origin of (8.20),
we use the small gain theorem for networks in [DRW07]. In view of Corol-
lary 16 in [DRW07], the overall system (8.20) is asymptotically stable if
the gain matrix Γ is Schur and, as shown above, this property is implied
by (8.12). Moreover, system (8.20) is an expansion of the original system
(see Chapter 3.4 in [Lun92]). In view of the inclusion principle [Sta04],
the asymptotic stability of (8.20) implies the asymptotic stability of the
original system.
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Proof of (II)

Proof. First note that, for i ∈ M, since Ei is a zonotope, ||hTi,τΞi||∞ = 1
for all τ ∈ 1 : τ̄i and therefore ||HiΞi||∞ = 1. This implies that

||hTi,τ ĀkiiĀijΞj||∞ ≤ ||hTi,τ ĀkiiĀijH♭j||∞||HjΞj ||∞
= ||hTi,τ ĀkiiĀijH♭j||∞
≤ ||HiĀkiiĀijH♭j||∞.

Therefore, from (8.12b), for all τ ∈ 1 : τ̄i it holds

∞∑

k=0

∑

j∈Ni

||hTi,τ ĀkiiĀijΞj||∞ ≤
∞∑

k=0

∑

j∈Ni

||HiĀkiiĀijH♭j||∞ < 1. (8.21)

The next aim is to prove that there exists an RPI Si ⊆ Ei for the dynamics
(8.11), in particular we define Si as an outer approximation of the mRPI
Si and we prove that the outer approximation always exists.
The mRPI for (8.11) is given by [RKKM05]

Si =
∞⊕

k=0

Ākii
⊕

j∈Ni

ĀijEj . (8.22)

From [RKKM05], for given ǫi > 0 there exist αi ∈ [0, 1) and si ∈ N+ such
that the set

Si(ǫi) = (1− αi)−1
si−1
⊕

k=0

Ākii
⊕

j∈Ni

ĀijEj

is an ǫi−outer approximation of the mRPI Si.
Using arguments from Section 3 of [KG98], we can then guarantee that
Si(ǫi) ⊆ Ei. In fact for all τ ∈ 1 : τ̄i

sup
s[i]∈Si(ǫi)

hTi,τs[i] ≤ 1. (8.23)

Using (8.22), the inequalities (8.23) are verified if

sup
{e[j](k)∈Ej }k=0,...,∞

j∈Ni

σi∈Bǫi
(0ni

)

zxi,τ ({e[j](k)}k=0,...,∞
j∈Ni

) + ||hTi,τσi||∞ ≤ 1 (8.24)
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where zxi,τ (·) = hTi,τ
∑∞
k=0 Ā

k
ii

∑

j∈Ni
Āije[j](k).

Since ||hTi,τσi||∞ ≤ ||hTi,τ ||∞ǫi, conditions (8.24) are satisfied if

sup
{e[j](k)∈Sj}k=0,...,∞

j∈Ni

zxi,τ ({e[j](k)}k=0,...,∞
j∈Ni

) ≤ 1− ||hTi,τ ||∞ǫi. (8.25)

Using (8.9), we can rewrite (8.25) as

sup
{||̥e

j
(k)||∞≤1}k=0,...,∞

j∈Ni

zdi,τ ({̥e
j(k)}k=0,...,∞

j∈Ni
) ≤ 1− ||hTi,τ ||∞ǫi (8.26)

where zdi,τ (·) = hTi,τ (
∑∞
k=0 Ā

k
ii

∑

j∈Ni
ĀijΞj̥

e
j(k)).

The inequalities (8.26) are satisfied if

∞∑

k=0

∑

j∈Ni

||hTi,τ ĀkiiĀijΞj||∞ ≤ 1− ||hTi,τ ||∞ǫi (8.27)

for all τ ∈ 1 : τ̄i.
In view of (8.21), there exists a sufficiently small ǫi > 0 satisfying (8.27).
Hence we proved that ∀i ∈ M there exists an RPI Si ⊆ Ei for dynamics
(8.11). Moreover if we define S =

∏

i∈M Si, the set S is an invariant set for
system (8.10) equipped with constraints E, D = {0r} and O = {0p}.

8.7.2 Proof of Proposition 8.2

Proof. In the following we use similar arguments of Proof of Proposition
8.1 (see Section 8.7.1) to prove that there exists an RPI Si ⊆ Ei for the
dynamics (8.13), in particular we define Si as an outer approximation of
the mRPI Si and we prove that the outer approximation always exists.
The mRPI for (8.13) is given by [RKKM05]

Si =
∞⊕

k=0

Ākii




⊕

j∈Ni

ĀijEj ⊕DiDi ⊕ LiiOi ⊕
⊕

j∈Ni

δ̃ijLijOj





=
∞⊕

k=0

ĀkiiṼi.

(8.28)

From [RKKM05], for given ǫi > 0 there exist αi ∈ [0, 1) and si ∈ N+ such
that the set

Si(ǫi) = (1− αi)−1
si−1
⊕

k=0

ĀkiiṼi
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is an ǫi−outer approximation of the mRPI Si.
Using arguments from Section 3 of [KG98], we can then guarantee that
Si(ǫi) ⊆ Ei. In fact for all τ ∈ 1 : τ̄i

sup
s[i]∈Si(ǫi)

hTi,τs[i] ≤ 1. (8.29)

Using (8.28), the inequalities (8.29) are verified if

sup
σi∈Bǫi

(0ni
)

ṽ[i]∈Ṽi

zxi,τ ({ṽ[i](k)}k=0,...,∞) + ||hTi,τσi||∞ ≤ 1 (8.30)

where zxi,τ (·) = hTi,τ
∑∞
k=0 Ā

k
iiṽ[i].

Since ||hTi,τσi||∞ ≤ ||hTi,τ ||∞ǫi, conditions (8.30) are satisfied if

sup
ṽ[i]∈Ṽi

zxi,τ ({ṽ[i](k)}k=0,...,∞) ≤ 1− ||hTi,τ ||∞ǫi. (8.31)

Using (8.2), (8.3) and (8.9) we can rewrite (8.31) as

sup
{|| ˜̥ i(k)||∞≤1}k=0,...,∞

zdi,τ ({ ˜̥ i(k)}k=0,...,∞) ≤ 1− ||hTi,τ ||∞ǫi (8.32)

where zdi,τ (·) = hTi,τ (
∑∞
k=0 Ā

k
iiΨi ˜̥ i(k)).

The inequalities (8.32) are satisfied if

∞∑

k=0

||hTi,τ ĀkiiΨi||∞ ≤ 1− ||hTi,τ ||∞ǫi

for all τ ∈ 1 : τ̄i.
We proved that ∀i ∈ M there exists an RPI Si ⊆ Ei for dynamics (8.13).
Moreover if we define S =

∏

i∈M Si, the set S is an RPI set for system (8.10)
equipped with constraints E and disturbances D 6= {0r} or O 6= {0p}.

8.7.3 Notes on the optimization problem (8.17)

In order to fulfill condition (8.12b), we need to guarantee at least that

ĀijEj ⊆ Ei

hence
HiĀije[j] ≤ 1,∀e[j] ∈ Ej
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In order to minimize the effect of coupling terms Āij, from (8.9) we can
solve the following optimization problem.

ηij = min
Lij

max
e[j]=Ξj̥

e
j

||̥e
j ||∞≤1

||HiĀije[j]||p. (8.33)

where p is a generic norm. Using arguments similar to the ones adopted in
the proof of Proposition 8.1, from (8.33) we obtain

ηij ≤ min
Lij

max
||̥e

j
||∞≤1

||HiĀijΞj̥e
j ||p

≤ min
Lij

max
||̥e

j
||∞≤1

||HiĀijH♭j||p||HjΞj̥e
j ||p

≤ min
Lij

max
||̥e

j
||∞≤1

||HiĀijH♭j||p||HjΞj||p||̥e
j ||p.

Irrespectively of p, there exist constants c1,p > 0 and c2,p > 0 such that

||HjΞj||p ≤ c1,p||HjΞj||∞ = c1,p

max
||̥e

j
||∞≤1

||̥e
j ||p ≤ max

||̥e
j
||∞≤1

c2,p||̥e
j ||∞ = c2,p.

Therefore, we can conclude that

ηij ≤ c1,pc2,p min
Lij

||HiĀijH♭j||p

and this motivates the optimization problem (8.17).
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9.1 Introduction

In this chapter we propose an algorithm for PnP design of output-feedback
controllers. In particular, we propose methods combining PnP local state
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estimators described in Chapter 8 and PnP-DiMPC, described in Chapter
6 and 7. The main challenge is that, because of the presence of constraints,
we need

• to guarantee bounded-error state estimation

• to design local controllers guaranteeing constraint satisfaction in pres-
ence of estimation errors.

Therefore in Section 9.2 we introduce an output-feedback DiMPC regulator
based on tube MPC and in Section 9.3 we show how the control scheme
can be designed in a PnP fashion. In Section 9.4 we propose a numerical
example and Section 9.5 is devoted to some conclusions.

9.2 Output-feedback distributed tube-based MPC

We consider a large-scale discrete-time LTI system

x+ = Ax + Bu + Dd

y = Cx + ̺
(9.1)

composed of M subsystems, in accordance with the notation introduced in
Section 1.5. In this chapter we consider that each subsystem is equipped
with state, input and disturbance constraints. In the following sections
we will make use of Assumption 6.1, hence constraints Xi and Ui can be
defined as in (6.2), and we will use the definitions (8.2) and (8.3) for sets
Di and Oi, respectively.

9.2.1 Adopted LSEs

We define an output feedback control strategy similar to the one proposed in
[FS11a], based on the approach described in [MRFA06] for output-feedback
robust tube-based MPC. The first step towards this goal consists in defining
a suitable DSE for (9.1). This is done exactly as in Section 8.2.1 that is
summarized next for the reader convenience.
We define for i ∈M the LSE

Σ̃[i] : x̃+
[i] =Aiix̃[i] +Biu[i] − Lii(y[i] − Cix̃[i]) +

∑

j∈Ni

Aij x̃[j]−

−
∑

j∈Ni

δ̃ijLij(y[j] − Cjx̃[j])
(9.2)
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where x̃[i] ∈ Rni is the state estimate, Lij ∈ Rni×pj are gain matrices and
δ̃ij ∈ {0, 1}. This implies that Σ̃[i] depends only on local variables (x̃[i], u[i]

and y[i]) and parents’ variables (x̃[j] and y[j], j ∈ Ni). Binary parameters
δ̃ij , j ∈ Ni can be equal to one for exploiting the knowledge of parents’
outputs, or equal to zero for reducing the number of transmitted output
samples. Defining the state estimation error as

e[i] = x[i] − x̃[i], (9.3)

from (1.2), (9.2) and (9.3), we obtain the local error dynamics

e+
[i] = Āiie[i] +

∑

j∈Ni

Āije[j] +Did[i] + Lii̺[i] +
∑

j∈Ni

δ̃ijLij̺[j] (9.4)

where Āii = Aii + LiiCi and Āij = Aij + δ̃ijLijCj , i 6= j. Our first goal is
to solve the following problem.

Problem 9.1. Design in a distributed fashion LSEs Σ̃[i], i ∈M that

(a) are nominally convergent, i.e. when Di = {0ri
} and Oi = {0pi

} it holds

||e[i](t)|| → 0ni
as t→∞ (9.5)

(b) guarantee, for suitable initial conditions,

e[i](t) ∈ Ei, ∀t ≥ 0 (9.6)

where Ei ⊆ Rni are zonotopes centered at the origin given by

Ei = {e[i] ∈ R
ni : Hie[i] ≤ 1τ̄i

}
= {e[i] ∈ R

ni : e[i] = Ξi̥
e
i , ||̥e

i ||∞ ≤ 1}.
(9.7)

In (9.7), Hi = (hTi,1, . . . , h
T
i,τ̄i

) ∈ Rτ̄i×ni , rank(Hi) = ni, Ξi ∈ Rni×n̄i

and ̥e
i ∈ Rn̄i .

Defining the variable e = (e[1], . . . , e[M ]) ∈ Rn, from (9.4) one obtains the
collective dynamics of the estimation error

e+ = Āe + Dd + L̺ (9.8)

where the matrices Ā and L are composed by blocks Āij and Lij, i, j ∈M,
respectively. We equip system (9.8) with constraints e ∈ E =

∏

i∈M Ei,
d ∈ D and ̺ ∈ O. From (9.8), if L is such that Ā is Schur, then property
(9.5) holds. Moreover, if there exists an RPI set S ⊆ E for (9.8), then
e(0) ∈ S guarantees property (9.6). More specifically, we aim at defining a
suitable “rectangular” invariant set S =

∏

i∈M Si such that
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(a) Si ⊆ Ei for all i ∈M

(b) if e[i](0) ∈ Si for all i ∈M, then

e[i](t) ∈ Si, t ≥ 0. (9.9)

The design of LSEs will be presented later on in Section 9.3.1.

9.2.2 Definition of local controllers

The next step towards the synthesis of output-feedback local controllers C̃[i],
i ∈M is to design a distributed controller robust to state estimation errors
and coupling among subsystems. They will be jointly used with LSEs Σ̃[i].
The main idea is to adopt robust state-feedback PnP-DeMPC controllers
in Section 7.2 and

• replace states x[i] with their estimates x̃[i] (as remarked in [MRFA06],
the goal of local MPC will be to control the state estimator (9.2));

• provide robustness to state estimation errors (instead of generic dis-
turbances as in Section 7.2);

• add to the control law coupling attenuation terms (as in Section 7.3)
for reducing conservativity of the approach. This also leads to a
distributed control architectures.

For the sake of completeness, we detail below the construction of controllers
C̃[i].
We assume the controller has access to state estimation only and, therefore,
if e[i](t) = x[i](t) − x̃[i](t) ∈ Si for all i ∈ M and t ≥ 0, then the following
constraints must be guaranteed to ensure x[i] ∈ Xi

x̃[i] ∈ X̃i = Xi ⊖ Si. (9.10)

Since X̃i contains the origin, without loss of generality, we can define X̃i as

X̃i = {x̃[i] ∈ R
ni : C̃xi

x̃[i] ≤ 1τ̃x
i
} (9.11)

where C̃xi
= (c̃Txi,1

, . . . , c̃Txi,τ̃x
i

) ∈ Rτ̃
x
i

×ni .

For the design of distributed regulators, we define a local nominal subsystem
Σ̂[i]

Σ̂[i] : x̂+
[i] = Aiix̂[i] +Biv[i] (9.12)
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where v[i] ∈ Rmi is the input. We want to confine x̃[i], the state estimates,
in a tube of section Zi (that will be defined in the sequel) centered in x̂[i],
i.e. to obtain that

x̃[i](0) ∈ x̂[i](0)⊕ Zi ⇒ x̃[i](t) ∈ x̂[i](t)⊕ Zi, ∀t ≥ 0. (9.13)

In order to achieve our aim we propose the following distributed controller
(see also Sections 6.2.1 and 7.3)

C̃[i] : u[i] = v[i] + κ̄i(x̃[i] − x̄[i]) +
∑

j∈Ni

δijKijx̃[j] (9.14)

where κ̄i(·) : Rni → Rmi is a feedback control law that will allow us to
guarantee (9.13), Kij ∈ Rmi×nj and δij ∈ {0, 1}, i, j ∈ M. Note that, if
δij = 0, ∀i ∈ M,∀j ∈ Ni, the control scheme is completely decentralized,
since each input u[i] depends upon state estimates of subsystem Σ[i] only.
Defining z[i] = x̃[i] − x̂[i], from (9.2), (9.12) and (9.14) (where we assume
x̄[i] = x̂[i]), we obtain

z+
[i] = Aiiz[i] +Biκ̄i(z[i]) + w̃[i] (9.15)

w̃[i] =
∑

j∈Ni

(Aij + δijBiKij)x̃[j] − LiiCie[i] −
∑

j∈Ni

δijLijCje[j]−

− Lii̺[i] −
∑

j∈Ni

δijLij̺[j].
(9.16)

Hence, in view of (6.2a), (9.9) and (9.10), we obtain that w̃[i] can be con-
strained as

w̃[i] ∈ W̃i =
⊕

j∈Ni

(Aij + δijBiKij)X̃j ⊕ (−LiiCiSi)⊕

⊕
⊕

j∈Ni

δ̃ij(−LijCjSj)⊕ (−LiiOi)⊕
⊕

j∈Ni

δ̃ij(−LijOj).
(9.17)

As in [RM05], similarly to Sections 6.2.1 and 6.3, in order to guarantee
(9.13), we look for a function κ̄i(·) and a set Zi, such that Zi is an RPI set
for the dynamics (9.15) with respect to the disturbance w̃[i].
Furthermore, following [RM05], in (9.14) we set

v[i](t) = v[i](0|t), x̄[i](t) = x̂[i](0|t) (9.18)

where v[i](0|t) and x̂[i](0|t) are optimal values of the variables v[i](0) and
x̂[i](0), respectively, appearing in the MPC-i problem

P
N
i (x̃[i](t)) :
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min
x̂[i](0)

v[i](0:Ñi−1)

Ñi−1
∑

k=0

ℓ̃i(x̂[i](k), v[i](k)) + Ṽfi
(x̂[i](Ñi)) (9.19a)

x̃[i](t)− x̂[i](0) ∈ Zi (9.19b)

x̂[i](k + 1) = Aiix̂[i](k) +Biv[i](k) k ∈ 0 : Ñi − 1 (9.19c)

x̂[i](k) ∈ X̂i, v[i](k) ∈ Vi k ∈ 0 : Ñi − 1 (9.19d)

x̂[i](Ñi) ∈ ˜̂
Xfi

(9.19e)

In (9.19), Ñi ∈ N is the control horizon, ℓ̃i : Rni×mi → R0+ is the stage

cost, Ṽfi
: Rni → R0+ is the final cost and ˜̂

X is the terminal set. Note
that in (9.18) we redefined the variables x̄[i] in (9.14) that was previously
set equal to x̂[i](t). The reason is that, from (9.19c), the nominal system

Σ̂[i], equipped with suitable constraints x̂[i] ∈ X̂i and v[i] ∈ Vi, is now used
for obtaining the state predictions over the control horizon. Note also that
the re-definition of x̄[i] is at the core of the tube-MPC scheme proposed in
[RM05].
As shown in [RM05], constraints (6.2) can be fulfilled using (9.14)-(9.19) if
there exist sets X̂i and Vi, i ∈M verifying

X̂i ⊕ Zi ⊆ X̃i, Vi ⊕ Uzi
⊕

⊕

j∈Ni

δijKijXj ⊆ Ui. (9.20)

where Uzi
= κ̄i(Zi). The existence of such sets is guaranteed by the follow-

ing assumptions.

Assumption 9.1. Let δij and Kij, i, j ∈M. The set

Ūi = Ui ⊖
⊕

j∈Ni

δijKijXj (9.21)

is not empty.

Assumption 9.2. There exist ρi,1 > 0, ρi,2 > 0 such that Zi⊕Bρi,1(0ni
) ⊆

X̃i and Uzi
⊕Bρi,2(0mi

) ⊆ Ūi, where Bρi,1(0ni
) ⊂ Rni and Bρi,2(0mi

) ⊂ Rmi.

Note that Assumption 9.2 implies that the coupling of subsystems con-
nected in a cyclic fashion must be sufficiently small (see the discussion
after Assumption 6.2).
In order to stabilize the origin of the closed-loop system, we introduce a
customary assumption in MPC [RM09].
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Assumption 9.3. For all i ∈ M, there exist an auxiliary control law
κ̃auxi (x̂[i]) and a K∞ function Bi such that:

(i) ℓ̃i(x̂[i], v[i]) ≥ Bi(||(x̂[i], v[i])||), for all x̂[i] ∈ Rni, v[i] ∈ Rmi and

ℓ̃i(0ni
,0mi

) = 0;

(ii)
˜̂
Xfi
⊆ X̂i is an invariant set for x̂+

[i] = Aiix̂[i] +Biκ̃
aux
i (x̂[i]);

(iii) ∀x̂[i] ∈ ˜̂
Xfi

, κ̃auxi (x̂[i]) ∈ Vi;

(iv) ∀x̂[i] ∈ ˜̂
Xfi

, Ṽfi
(x̂+

[i])− Ṽfi
(x̂[i]) ≤ −ℓ̃i(x̂[i], κ̃

aux
i (x̂[i])).

We defer the reader to [RM09] for a review of methods for computing ℓ̃i(·),
Ṽfi

(·) and ˜̂
Xfi

verifying Assumption 9.3.

In summary, the controller C̃[i] is given by (9.14), (9.18) and (9.19). More-
over the collective controller for (9.2) is decentralized or distributed de-
pending on the choice of parameters δij . The main problem that still has
to be solved in the design of local controllers is the following one.

Problem 9.2. Compute nonempty RCI sets Zi, i ∈ Mi, if they exist,
verifying Assumption 9.2.

In the next section we show how to solve Problems 9.1 and 9.2, through
distributed and computationally efficient algorithms. Moreover we study
properties on system (9.1) equipped with LSE Σ̃[i] and distributed con-
trollers C̃[i].

9.3 Decentralization of output-feedback controllers
design

In the following, we first solve Problem 9.1, then we design controllers C[i]

that allow one to solve Problem 9.2.

9.3.1 Design of LSE

In order to decentralize the synthesis of the state estimator, we can ex-
ecute Algorithm 8.1 for designing in parallel all LSE Σ̃[i]. We highlight
that as sets Si, i ∈ M, computed in Step (III) of Algorithm 8.1 increase,
sets W̃i in (9.17) increase as well. This in turn reduces the chances of
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successfully terminating Algorithm 9.1 (given in the next section) for the
design of controllers C̃[i]. Therefore it is reasonable to compute Si as an
outer-approximation of the mRPI set for (9.4) (see methods proposed in
[RKKM05]).

9.3.2 Design of C̃[i]

The aim of this section is to decentralize the design of distributed controllers
C̃[i] and solve Problem 9.2 in parallel for each subsystem. To this purpose,
using the procedure proposed in Section VI of [RB10], we compute an RCI
set Zi ⊂ X̃i using an appropriate parametrization, similarly to Section 6.3.
We define the set of variables θi as

θi = {z̄(s,f)
[i] ∈ R

ni , ∀s ∈ 1 : ki, ∀f ∈ 1 : qi; (9.22a)

ū
(s,f)
[i] ∈ R

mi , ∀s ∈ 0 : ki − 1, ∀f ∈ 1 : qi; (9.22b)

αi ∈ R} (9.22c)

where ki, qi ∈ N are parameters that can be chosen by the user as well as
the set

Z̄
0
i = convh({z̄(0,f)

[i] ∈ R
ni , ∀f ∈ 1 : qi}) (9.23)

where z̄(0,1)
[i] = 0ni

. The next assumption on the choice of Z̄0
i is needed for

the computation of sets Zi.

Assumption 9.4. The set Z̄0
i is such that there is ωi > 0 verifying W̃i ⊕

Bωi
(0ni

) ⊆ Z̄0
i .

Note that, since 0ni
∈ W̃i, Assumption 9.4 can be fulfilled only if 0ni

∈ Z̄0
i ,

that is guaranteed by the use of z̄(0,1)
[i] = 0ni

in (9.23).
Let us define the sets

Z̄
s
i = convh({z̄(s,f)

[i] ∈ R
ni , ∀f ∈ 1 : qi}),∀s ∈ 1 : ki

Ū
p
zi

= convh({ū(p,f)
[i] ∈ R

mi , ∀f ∈ 1 : qi}),∀p ∈ 0 : ki − 1

where z̄(s,1)
[i] = 0ni

, ū(p,1)
[i] = 0mi

, and consider the following optimization
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problem

min
θi

αi

αi < 1, −αi ≤ 0 (9.24a)

z̄
(s+1,f)
[i] = Aiiz̄

(s,f)
[i] +Biū

(s,f)
[i] ∀s ∈ 0 : ki − 1, ∀f ∈ 1 : qi (9.24b)

z̄
(s,f)
[i] ∈ Z̄

s
i ∀f ∈ 1 : qi, ∀s ∈ 1 : ki (9.24c)

Z̄
ki
i ⊆ αiZ̄0

i (9.24d)
ki−1
⊕

s=0

Z̄
s
i ⊂ (1− αi)X̃i (9.24e)

ū
(p,f)
[i] ∈ Ū

p
i ∀f ∈ 1 : qi, ∀p ∈ 0 : ki − 1 (9.24f)

ki−1
⊕

p=0

Ū
p
zi
⊂ Ūi (9.24g)

The relation between optimization problem (9.24) and the RCI sets Zi is
established in the next proposition.

Proposition 9.1. Let Assumptions 1.1 and 9.4 hold and sets X̃i and Ūi be
defined as in (9.10) and (9.21) respectively. Let ki > 0. If there exists an
admissible θi for optimization problem (9.24), then

Zi = (1− αi)−1
ki−1
⊕

s=0

Z̄
s
i (9.25)

is an RCI set and the corresponding set Uzi
is given by

Uzi
= (1− αi)−1

ki−1
⊕

p=0

Ū
p
zi
. (9.26)

Proof. The proof directly follows from Section 6-a and Theorem 4.3 of
[RB10].

We highlight that the set of constraints in the LP problem (9.24) depends
only upon local fixed parameters {Aii, Bi, X̃i, Ūi,Si,Oi}, fixed parameters
{Aij , X̃j ,Sj ,Oj}j∈Ni

of parents of Σ[i] and local tunable parameters θi (the
decision variables (9.22)). Moreover, Θi does not depend on tunable pa-
rameters of parents controllers. This implies that the computation of sets
Zi and Uzi

in (9.25) and (9.26) does not influence the choice of Zj and Uzj
,

j 6= i. Therefore Problem 9.2 is decomposed in the following independent
LP problems for i ∈M.
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Problem 9.3 (PCi). Solve the LP problem (9.24).

If Problem PCi is solved, then we can compute sets X̂i and Vi in (9.20) as

X̂i = X̃i ⊖ Zi, Vi = Ūi ⊖ Uzi
. (9.27)

The overall procedure for the decentralized synthesis of local controllers
C[i], i ∈ M is given in Algorithm 9.1 whose properties are summarized in
the next proposition.

Proposition 9.2. Under Assumptions 1.1, 6.1 and definitions (8.2) and
(8.3), if, for all i ∈M, controllers C̃[i] are designed according to Algorithm
9.1, then also Assumptions 9.1, 9.2, 9.3 and 9.4 are verified.

Proof. Assumption 9.1 is enforced in Steps (I) and (II). Assumptions 9.3
and 9.4 are enforced in Steps (Viii) and (III) of Algorithm 9.1, respectively.
Assumption 9.2 holds because of constraints (9.24e) and (9.24g) in the LP
problem solved in step (IV) of Algorithm 9.1.

In Step (I) of Algorithm 9.1, if δij = 1 the computation of matrix Kij is
required. For more details on the optimization problem (9.28), we refer
the interested reader to Section 7.3.1. If the Algorithm stops in Step (II) a
possible remedy is to restart it by increasing the number of parameters δij
that are equal to one or making parameters ξij smaller. If in Step (IV) of
Algorithm 9.1 the LP problem is infeasible, we can restart it with a differ-
ent ki, although there is no guarantee that the LP problem is feasible for
some values of ki [RB10]. Steps (Vi) and (Vii) of Algorithm 9.1, that pro-
vide constraints in (9.19), are the most computationally expensive because
involve Minkowski sums and differences of polytopic sets. The interested
reader is referred to Sections 6.3.1 and 6.3.2, where we show how to avoid
burdensome computations exploiting results from [RB10] and how to com-
pute a suitable function κ̄i (appearing in (9.14)) through LP (see Section
6.14).

9.3.3 Analysis of the closed-loop system

In this section we give the main results on stability and constraints sat-
isfaction for the overall system (9.1). First, we summarize how to design
an output-feedback distributed controller in a parent-based decentralized
fashion. The complete procedure is proposed in Algorithm 9.2.
In Algorithm 9.2 we also detail the flow of information from parent sub-
systems to their children in the design phase. We note that Algorithm 9.1,
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Algorithm 9.1 Design of a state-feedback controller C̃[i] for subsystem Σ̃[i]

Input: Aii, Bi, X̃i, Ui, Si, Oi, Ni, {Aij}j∈Ni
, {Oj}j∈Ni

, {Sj}j∈Ni
,

{D̃j}j∈Ni
, {ξij}j∈Ni

, {δij}j∈Ni
, ki > 0

Output: controller C̃[i] given by (9.14), (9.18) and (9.19)

(I) if δij = 1, compute the matrix Kij , ∀j ∈ Ni solving

min
Kij

||C̃xi
(Aij + δijBiKij)C̃♭xj

||p (9.28a)

||Kij C̃♭xj
||p ≤ ξij (9.28b)

where p is a generic norm and scalars ξij > 0 are given.

(II) Compute the set Ūi as in (9.21). If it is Ūi is empty stop (the
controller C̃[i] cannot be designed)

(III) Compute the set W̃i as in (9.17) and choose Z̄0
i such that X̃i ⊇ Z̄0

i ⊇
W̃i ⊕ Bωi

(0ni
) for a sufficiently small ωi > 0. If Z̄0

i does not exist
stop (the controller C̃[i] cannot be designed)

(IV) Solve the LP problem (9.24). If it is unfeasible stop (the controller
C̃[i] cannot be designed).

(V) Design controller MPC-i by

(i) Computing Zi as in (9.25) and Uzi
as in (9.26).

(ii) Computing X̂i and Vi as in (9.27).

(iii) Choosing ℓ̃i(·), Ṽfi
(·) and ˜̂

Xfi
verifying Assumption 9.3.

(VI) Choose the function κ̄i in (9.14).

i.e. the Algorithm executed to compute controllers C̃[i], must be executed
after to Algorithm 8.1 since the computation of sets W̃i in Algorithm 9.1
is based on the availability of set Si that are computed in Algorithm 8.1.
Defining the collective variables and matrices

x̂ = (x̂[1], . . . , x̂[M ]) ∈ R
n, v = (v[1], . . . , v[M ]) ∈ R

m,

x̃ = (x̃[1], . . . , x̃[M ]) ∈ R
n, K ∈ R

m×n
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Algorithm 9.2 Design of an output-feedback controller for subsystem Σ[i]

Input: Aii, Bi, Xi, Ui, Di, Oi, Ei, Ni, {Aij}j∈Ni
, {ξij}j∈Ni

, {δij}j∈Ni
,

{δ̃ij}j∈Ni
, ki > 0

Output: output-feedback controller composed by state estimator Σ̃[i] and
state-feedback controller C̃[i]

(I) Send sets Ei to child subsystems i ∈ Nc, c ∈M and sets Oi if δ̃ci = 1

(II) Receive sets Ej from parent subsystems j ∈ Ni and sets Oj if δ̃ij = 1

(III) Execute Algorithm 8.1

(IV) Compute set X̃i = Xi ⊖ Si

(V) Send sets X̃i to child subsystems i ∈ Nc, c ∈M and sets Si if δ̃ci = 1

(VI) Receive sets X̃j from parent subsystems j ∈ Ni and sets Sj if δ̃ij = 1

(VII) Execute Algorithm 9.1

where K collects matrices Kij and the function

κ̄(x) = (κ̄1(x[1]), . . . , κ̄M (x[M ])) : Rn → R
m,

from (9.2) one obtains the collective state estimator

x̃+ = Ax̃ + Bv + Bκ̄(x̃ − x̂) + BKx̃− LCe− L̺.

Definition 9.1. The feasibility region for the MPC-i problem is

X̃
N
i = {s[i] ∈ X̃i : (9.19) is feasible for x̃[i](t) = s[i]}

and the collective feasibility region is X̃N =
∏

i∈M X̃Ni .

The next theorem summarizes the key properties of the closed-loop system.

Theorem 9.1. Let Assumptions 1.1 and 6.1 hold and assume sets Di and
Oi are defined as in (8.2) and (8.3), respectively. Assume output-feedback
controllers are computed using Algorithm 9.2 and define Ξi = (Zi⊕Si)×Zi,
Ξ =

∏

i∈M Ξi. Then, the set Ξ is robustly attractive for the closed-loop
system with state ξ = (ξ[1], . . . , ξ[M ]), ξ[i] = (x[i], x̃[i]), i ∈M. Furthermore,

a region of attraction of Ξ is
∏

i∈M(X̃Ni ⊕Si)×(X̃Ni ). Finally, if d = 0r and
̺ = 0p, x̃(0) ∈ X̃N and x(0)− x̃(0) ∈ S imply that x(t)→ 0n as t→∞.
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Proof. Consider the nominal case, i.e. d = 0r and ̺ = 0p. Using the
results in Chapter 8, the LSEs are asymptotically stable, hence e(t)→ 0n.
Similarly to the proof of Theorem 6.1, we can state that x̃(t)→ 0n. Since
x = x̃ + e, we can conclude that x(t) → 0n. If d 6= 0r or ̺ 6= 0p, using
the results in Chapter 8 and Section 7.2 and similar considerations as in
Theorem 7.1, since e(t) ∈ S, t ≥ 0 and dist(x̃(t),Z)→ 0, then the set Z⊕S

is robustly attractive, i.e. dist(x(t),Z ⊕ S)→ 0.

We note that Algorithm 9.1 provides a decentralized procedure in order
to design distributed PnP regulators and it can be executed in parallel
for all subsystems. Therefore, as shown in Sections 5.4 and 6.4, plug-in
or unplugging operations involve only the update of a limited number of
controllers. Differently from the design of state-feedback regulators, Algo-
rithm 9.1 must be executed receiving sets computed by parent subsystems
during the synthesis of LSEs. Therefore, we can design local controllers C̃[i]

only after all parents of subsystem Σ[i] have terminated the execution of
Algorithm 8.1.

9.4 Example: power network system

In this section, we apply the proposed output-feedback PnPMPC scheme to
the PNS proposed in Appendix B. In the following we first design the AGC
layer for the PNS of Scenario 1 in B.1.1 and then we show how in presence of
connection/disconnection of an area (Scenarios 2 and 3, in Sections B.1.2
and B.1.2, respectively) the AGC can be redesigned via plug in and out
operations1.
Similarly to Section 3.6, we assume to measure both ∆θ[i] and ∆ω[i], i ∈M,
of each area. Therefore the outputs are given by

y[i] = Cix[i], Ci =

[

1 0 0 0
0 1 0 0

]

.

Moreover we consider bounded disturbances

Di = {d[i] ∈ R
ni : ||d[i]||∞ ≤ 5 · 10−4}

and we require to keep the state estimation error of each area in the fol-
lowing set

Ei = {e[i] ∈ R
ni : ||e[i]||∞ ≤ 0.01}.

1All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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All examples and simulations are implemented using the PnPMPC-toolbox
for Matlab [RBFT12] (see Appendix C).

9.4.1 Scenario 1

We consider the PNS proposed in Section B.1.2. For each system Σ[i] we
synthesize the controller C[i], i ∈M using Algorithm 9.2. For the design of
local estimators, we set δ̃ij = 1, i ∈ 1 : 4, j ∈ Ni, that allow us to compute
matrices Lij such that Āij = 0ni×nj

. For the design of local controllers we
set δij = 0, therefore we do not use the state of parent subsystems in order
to reduce the coupling terms.
In Figure 9.1a, 9.1b and 9.2 we show performance of the proposed output-
feedback PnPMPC. We highlight that, differently from examples proposed
in previous chapters, since each area is affected by bounded disturbances,
the state and the input can not converge to the set-point xO[i] and uO[i] (see
also Appendix B.2).

9.4.2 Scenario 2

We consider the power network proposed in Scenario 1 and we add a fifth
area connected as in Section B.1.2. Therefore, the set of children of sub-
system 5 is S5 = {2, 4}. Since systems Σ[j], j ∈ S5 depend on a parameter
related to the added system Σ[5], a retuning of their controllers is needed.
For the design of local estimators, we set δ̃ij = 1, i ∈ 1 : 5, j ∈ Ni, that
allow us to compute matrices Lij such that Āij = 0ni×nj

. For the design of
local controllers we set δij = 0, therefore we do not use the state of parent
subsystems in order to reduce the coupling terms.
In Figure 9.3a, 9.3b and 9.4 we show performance of the proposed output-
feedback PnPMPC. We highlight that, differently from examples proposed
in previous chapters, since each area is affected by bounded disturbances,
the state and the input can not converge to the set-point xO[i] and uO[i] (see
also Appendix B.2).

9.4.3 Scenario 3

We consider the power network described in Scenario 2 and disconnect the
area 4, as in Section B.1.3. The set of children of subsystem 4 is S4 = {3, 5}.
Because of disconnection, subsystems Σ[j], j ∈ S4 change their parents and
local dynamics Ajj. Then the retuning of controllers of child subsystems is
needed. We highlight that retuning of controllers C[1] and C[2] is not needed



9.4. Example: power network system 185

0 50 100
-4

-2

0

2
x 10

-3 Area 1

t [s]

∆ω
1

0 50 100
-2

-1

0

1

2
x 10

-3 Area 2

t [s]

∆ω
2

0 50 100
-4

-2

0

2

4
x 10

-3 Area 3

t [s]

∆ω
3

0 50 100
-0.01

-0.005

0

0.005

0.01
Area 4

t [s]

∆ω
4

(a) Frequency deviation in each area controlled by the proposed output-feedback
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(b) Load reference set-point in each area controlled by the proposed output-
feedback PnPMPC.

Figure 9.1: Simulation Scenario 1: 9.1a Frequency deviation and 9.1b Load
reference in each area.

since systems Σ[1] and Σ[2] are not children of subsystem Σ[4]. For the
design of local estimators, we set δ̃ij = 1, j ∈ Ni, that allow us to compute
matrices Lij such that Āij = 0ni×nj

. For the design of local controllers we
set δij = 0, therefore we do not use the state of parent subsystems in order
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Figure 9.2: Simulation Scenario 1: tie-line power between each area con-
trolled by the proposed output-feedback PnPMPC.

to reduce the coupling terms.
In Figure 9.5a, 9.5b and 9.6 we show performance of the proposed output-
feedback PnPMPC. Differently from examples proposed in previous chap-
ters, since each area is affected by bounded disturbances, the state and the
input can not converge to the set-point xO[i] and uO[i] (see also Appendix B.2).

9.5 Final comments

In this chapter we proposed an output-feedback PnP-DiMPC scheme: we
first designed PnP state estimators as in Chapter 8 and then we designed
state-feedback PnP regulators in order to guarantee nominal attractiveness
of the origin and constraint satisfaction for the closed-loop system. In
future research we will address the problem of tracking of set-points instead
of regulation to the origin.
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(a) Frequency deviation in each area controlled by the proposed output-feedback
PnPMPC.
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(b) Load reference set-point in each area controlled by the proposed output-
feedback PnPMPC.

Figure 9.3: Simulation Scenario 2: 9.3a Frequency deviation and 9.3b Load
reference in each area.
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Figure 9.4: Simulation Scenario 2: tie-line power between each area con-
trolled by the proposed output-feedback PnPMPC.
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(a) Frequency deviation in each area controlled by the proposed output-feedback
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(b) Load reference set-point in each area controlled by the proposed output-
feedback PnPMPC.

Figure 9.5: Simulation Scenario 3: 9.5a Frequency deviation and 9.5b Load
reference in each area.
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Figure 9.6: Simulation Scenario 3: tie-line power between each area con-
trolled by the proposed output-feedback PnPMPC.



Chapter 10
Conclusions and future research

In this thesis we proposed decentralized and distributed control and state
estimation schemes for constrained LTI LSSs.
Decentralized and distributed control architecture have recently attracted
the attention of many researchers, in particular in the context of MPC
[Sca09]. However an issue of most of the approaches available in the lit-
erature is that they cannot easily cope with the addition and removal of
subsystems. In this thesis we proposed decentralized and PnP design pro-
cedures for MPC controllers. In particular, we gave contributions in two
main directions. In Part I, we proposed an innovative DiMPC regulator
and a state estimator that can be designed in a decentralized fashion. In
Part II, we introduced novel PnP design methods for state-feedback MPC,
distributed state estimators and output-feedback MPC.
The critical point of all decentralized and distributed MPC schemes is that
the procedures for designing local controllers (or state estimators in the
context of bounded-error state estimation) are conservative. This issue has
been highlighted in Section 1.1.4: since the design of each controller (or
state estimator) is based on different aims and the availability of local dy-
namics only, some degree of conservativity must be accepted. Moreover, it
is often difficult to compare different MPC strategies (or state estimation al-
gorithms), since they depend on the desired online features (communication
topology and level of decentralization), design features (PnP capabilities)
and the specific application under control.
In future research we will study in depth how to improve PnPMPC regu-
lators in several directions.

• In Part II of the thesis, we proposed PnPMPC controllers guaran-
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teeing asymptotic stability of the origin of the closed-loop system.
In future research we will exploit methods proposed in [FBS13] and
[BFS13], in order to design PnPMPC regulators capable of tracking
set-points. More in details, the most promising approach seems to
design in a PnP fashion decentralized and distributed controllers for
systems described in “velocity-form” [PR01], [Wan08].

• In this thesis, we have shown how PnPMPC regulators allow PnP
operations. In several man-made applications, subsystem dynam-
ics can change due to the occurrence of a fault. Our future aim
will be to equip subsystems with distributed fault detection schemes
[BFPP11], in order to detect a fault in a subsystem and redesign its
local controller in a PnP fashion to preserve closed-loop stability and
constraints satisfaction of the overall system.

• PnP controllers can play a crucial role in microgrids. Microgrids
are systems partitioned into several Distributed Generation Units
(DGUs), where each DGU represents a renewable resource, such as
solar panels, wind farms and microturbines. When microgrids oper-
ate in islanded mode (i.e. disconnected from the main grid), voltage
control is of primary importance and local controllers must be re-
signed for guaranteeing voltage stability. In this context, the use of
PnP control synthesis could pave they way to the design of scalable
microgrids where DGUs owned by different players can enter or leave
an existing grid without requiring substantial intervention of a central
authority.

Finally, in this thesis addition and removal of subsystems have been con-
sidered as offline operations and further studies are required to allow for
hot plugging, i.e. allow subsystems to enter and leave an existing network
without shutting down the system. Preliminary results in this direction are
available in [ZPR+13].
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Appendix A
Mathematical notation and

definitions

Contents

A.1 Basic notation . . . . . . . . . . . . . . . . . . . . 195

A.2 Matrices . . . . . . . . . . . . . . . . . . . . . . . . 196

A.3 Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

A.4 Functions . . . . . . . . . . . . . . . . . . . . . . . 198

A.5 Set invariance . . . . . . . . . . . . . . . . . . . . . 198

A.1 Basic notation

N Set of integers, N = {0, 1, 2, . . .}.
N+ Set of positive integers, N+ = {1, 2, . . .}.
a : b Set of integers {a, a+ 1, . . . , b}.
R Set of real numbers.
R+ Set of strictly positive real numbers.
R0+ Set of positive real numbers.

v = (v1, . . . , vs) Column vector with s components.
diag(G1, . . . , Gs) Block-diagonal matrix composed by blocks

Gi, i = 1 : s.
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rank(G) Rank of matrix G.
||G||p Norm p of matrix G.
ρ̄(G) Spectral radius of matrix G.
GT Transpose of matrix G.
G♭ Pseudo-inverse of matrix G.
1α Column vector with all α elements equal to 1.
0α Column vector with all α elements equal to 0.

1α×β α× β matrix with all elements equal to 1.
0α×β α× β matrix with all elements equal to 0.
In n× n identity matrix .
× Product of two sets, X× Y.
∏

Product of s sets Xi,
∏s
i=1 Xi = X1 × . . .× Xs.

⊕ Minkowski sum of two sets, X⊕ Y.
⊕

Minkowski sum of s sets Xi,
⊕s
i=1 Xi = X1 ⊕ . . .⊕ Xs.

⊖ Pontryagin difference of two set, X⊖Y.
⋃

Set union.
⋂

Set intersection.
interior(X) Interior of set X.
convh(X) Convex hull of set X.
dist(v,X) Distance among a vector v and a set X,

dist(x,S) = infs∈S ||x− s||.

A.2 Matrices

We use the following norms for vectors v ∈ Rn.

• Infinity norm: ||v||∞ = maxi=1:n vi.

• 1-norm: ||v||1 =
∑n
i=1 |vi|.

• Euclidean norm: ||v||2 =
√

∑n
i=1 v

2
i .

• P -weighted seminorm: ||x||P =
√
xTPx, where P is positive semidef-

inite real symmetric matrix.

We use the following norms for matrices A ∈ Rn×m.

• Infinity norm: ||A||∞ = maxi∈1:n
∑m
j=1 |aij |.

• 1-norm: ||A||1 = maxj∈1:m
∑n
i=1 |aij |.

• Euclidean norm: ||A||2 = σmax(A), where σmax(A) is the largest
singular value of matrix A.
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• Frobenious norm: ||A||F =
√

∑n
i=1

∑m
j=1 a

2
ij .

Definition A.1 (Schur matrix). A matrix A ∈ Rn×n is Schur if all its
eigenvalues λ verify |λ| < 1.

Definition A.2 (Hurwitz matrix). A matrix A ∈ Rn×n is Hurwitz if all
its eigenvalues λ verify real(λ) < 0.

Definition A.3 (Metzler matrix [FR00]). A Metzler matrix is a matrix in
which all the off-diagonal components are nonnegative.

In this thesis, we use some properties of Metzler matrices.

Lemma A.1 ([MS07]). Let matrix M ∈ RM×M be Metzler. Then M is
Hurwitz if and only if there is a vector ν ∈ RM+ such that Mν < 0.

Lemma A.2. Define the matrix Γ = M + IM where M ∈ RM×M , IM is
the M×M identity matrix and Γ is non negative. Then the Metzler matrix
M is Hurwitz if and only if Γ is Schur.

The proof of Lemma A.2 easily follows from Theorem 13 in [FR00].

A.3 Sets

Definition A.4 (Polyhedron). A polyhedron is the intersection of a finite
number of closed half-spaces.

Definition A.5 (Polytope). A polytope is a and bounded polyhedron.

A polytope can be represented through a list of inequalities, for example

X = {x ∈ R
n : cxx ≤ dx}

where cx ∈ Rr×n and dx ∈ Rr. Moreover if 0 ∈ X, there is always a matrix
c̃x ∈ Rr×n such that

X = {x ∈ R
n : c̃xx ≤ 1r}.

Definition A.6 (Zonotope). A zonotope is a centrally symmetric polytope.

Given a vector p ∈ Rn and a matrix Ξ ∈ Rn×s, the set

X = {x ∈ R
n : x = p+ Ξ̥, ||̥||∞ ≤ 1} ⊂ R

n (A.1)

where ̥ ∈ Rs, is a zonotope. Furthermore every zonotope can be written
as in (A.1) for a suitable vector p and a suitable matrix Ξ. More details on
properties of zonotopes can be found in [RRS+12].
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Definition A.7 (C-set). A set X ⊂ Rn is a C-set if it is compact, convex
and contains the origin.

Definition A.8 (PC-set). A set X ⊂ Rn is a PC-set if it is a C-set and
contains the origin in its nonempty interior.

Definition A.9 (Euclidean open ball). Bδ(v) is the 2-norm open ball of
radius δ > 0 centered in v ∈ Rn. If v is not specified then the open ball is
centered in 0. Equivalently

Bδ(v) = {x ∈ R
n : ||x− v||2 < δ}.

Definition A.10 (Support function [KG98]). Given a set X ⊂ Rn, the
support function evaluated at c ∈ Rn is defined as

sup
x∈X

cTx

If X is a zonotope the support function can be easily computed as

sup
x∈X

cTx = ||ΞT c+ p||1. (A.2)

A.4 Functions

Definition A.11 (K-function). A function γ : R0+ → R0+ belongs to class
K if it is continuous, zero at zero, and strictly increasing.

Definition A.12 (K∞-function). A function σ : R0+ → R0+ belongs to
class K∞ if it is a class K function and it is unbounded (σ(s) → ∞ as
s→∞).

Definition A.13 (KL-function). A function β : R0+ × N → R0+ belongs
to class KL if (i) it is continuous, (ii) for each t ≥ 0, β(·, t) is a class
K function and (iii) for each s ≥ 0, β(s, ·) is non-increasing and satisfies
limt→∞ β(s, t) = 0.

A.5 Set invariance

Next, we define invariant sets for nonlinear discrete-time systems. For more
details, we refer the interested reader to [Bla99] and [BM08].
We consider a nonlinear discrete-time system x+ = f(x, u,w), where x ∈
Rn, x+ is the state x at time t + 1, u ∈ Rm and w ∈ Rr. Moreover all
variables can be constrained as x ∈ X ⊆ Rn, u ∈ U ⊆ Rm, w ∈W ⊆ Rr.
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Definition A.14 (Control invariant set). A set Z ⊆ Rn is a control invari-
ant set for system x+ = f(x, u) and constraints (X,U) if Z ⊆ X and, for
every x ∈ Z, there exists u ∈ U such that f(x, u) ∈ X.

Definition A.15 (Positively invariant set). A set Z ⊆ Rn is a positively
invariant set for system x+ = f(x) and constraints X if Z ⊆ X and f(x) ∈ X,
for every x ∈ Z.

Remark A.1. If x+ = Ax + Bu, where A ∈ Rn×n and B ∈ Rn×m, control
and positively invariant sets can be computed efficiently using methods
proposed in [BM08], [RB09] and [RB10].

Definition A.16 (Robust Control Invariant (RCI) set). A set Z ⊆ Rn is
a robust control invariant set for system x+ = f(x, u,w) and constraints
(X,U,W) if Z ⊆ X and for every x ∈ Z there exists u ∈ U such that
f(x, u,w) ∈ X, for every w ∈W.

Definition A.17 (Robust Positively Invariant (RPI) set). A set Z ⊆ Rn

is a robust positively invariant set for system x+ = f(x,w) and constraints
(X,W) if Z ⊆ X and f(x,w) ∈ X, for every x ∈ Z and w ∈W.

Remark A.2. If x+ = Ax + Bu + w, where A ∈ Rn×n and B ∈ Rn×m,
RPI and RCI sets can be computed efficiently using methods proposed in
[BM08] and [RB10].

Definition A.18 (minimal Robust Positively Invariant (mRPI) set). A
set Z ⊆ Rn is the minimal robust positively invariant set for system x+ =
f(x,w) and constraints (X,W) if every other RPI Z verifies Z ⊆ Z.

Definition A.19 (Maximal Robust Positively Invariant (MRPI) set). A
set Z̄ ⊆ Rn is the maximal robust positively invariant set for system x+ =
f(x,w) and constraints (X,W) if every other RPI Z verifies Z ⊆ Z̄.

Definition A.20 (ǫ-outer approximation of minimal Robust Positively In-
variant (ǫ-mRPI) set). The RPI set Z(ǫ) is a δ-outer approximation of the
mRPI Z for system x+ = f(x,w) and constraints (X,W) if

x ∈ Z(ǫ)⇒ ∃ x ∈ Z and σ ∈ Bǫ(0) : x = x+ σ. (A.3)

where Bǫ(v) is the 2-norm open ball of radius ǫ centered in v ∈ Rn.

Remark A.3. If x+ = Ax + w, A ∈ Rn×n, ǫ-mRPI sets can be computed
efficiently using methods proposed in [RKKM05].
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In the next definitions λ is a scalar in the interval [0, 1).

Definition A.21 (λ-contractive control invariant set). The set Z ⊆ Rn is a
λ-contractive control invariant set for system x+ = f(x, u) and constraints
(X,U) if Z ⊆ X and, for every x ∈ Z, there exists u ∈ U such that f(x, u) ∈
λZ.

Definition A.22 (λ-contractive positively invariant set). The set Z ⊆ Rn

is a λ-contractive invariant set for system x+ = f(x) and constraints X if
Z ⊆ X and f(x) ∈ λZ, for every x ∈ Z.

Definition A.23 (λ-contractive RCI set). The set Z ⊆ Rn is a λ-contractive
RCI set for system x+ = f(x, u,w) and constraints (X,U,W) if Z ⊆ X and,
for every x ∈ Z, there exists u ∈ U such that f(x, u,w) ∈ λZ, for every
w ∈W.

Definition A.24 (λ-contractive RPI set). The set Z ⊆ Rn is a λ-contractive
RPI set for system x+ = f(x,w) and constraint (X,W) if Z ⊆ X and
f(x) ∈ λZ, for every x ∈ Z and w ∈W.

Remark A.4. If x+ = Ax + Bu + w, where A ∈ Rn×n and B ∈ Rn×m,
λ-contractive sets can be computed efficiently using methods proposed in
[BM08] and [RB10].
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B.1 Introduction

An example of a real application that can benefit of decentralized and
distributed control schemes is the regulation of a PNS. Here we describe
the PNS proposed as a benchmark exercise [RFT12a] within the HYCON2
project [Hyc10].
We consider a PNS as composed by several power generation areas coupled
through tie-lines [Saa02]. The aim is to design the AGC layer for frequency
control with the goal of:

• keeping the frequency approximately at the nominal value;
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• controlling the tie-line powers in order to reduce power exchanges
between areas. In the asymptotic regime each area should compensate
for local load steps and produce the required power.

We consider thermal power stations with single-stage turbines. The dynam-
ics of an area equipped with primary control and linearized around equilib-
rium value for all variables can be described by the following continuous-
time LTI model [Saa02]

ΣC
[i] : ẋ[i] = Aiix[i] +Biu[i] + Li∆PLi

+
∑

j∈Ni

Aijx[j] (B.1)

where x[i] = (∆θi, ∆ωi, ∆Pmi
, ∆Pvi

) is the state, u[i] = ∆Prefi
is the

control input of each area, ∆PLi
is the local power load and Ni is the sets

of parent areas, i.e. areas directly connected to ΣC
[i] through tie-lines. The

matrices of system (B.1) are defined as

Aii({Pij}j∈Ni
) =










0 1 0 0

−
∑

j∈Ni
Pij

2Hi
− Di

2Hi

1
2Hi

0

0 0 − 1
Tti

1
Tti

0 − 1
RiTgi

0 − 1
Tgi










Bi =








0
0
0
1
Tgi








Aij =








0 0 0 0
Pij

2Hi
0 0 0

0 0 0 0
0 0 0 0








Li =








0
− 1

2Hi

0
0








(B.2)

For the meaning of constants as well as some typical parameter values we
refer the reader to Table B.1. We note that model (B.1) is input decou-
pled since both ∆Prefi

and ∆PLi
act only on subsystem ΣC

[i]. Moreover,

subsystems ΣC
[i] are parameter dependent since the local dynamics depends

on the quantities −
∑

j∈Ni
Pij

2Hi
. One can consider different power plants and

turbines:

• thermal power station and turbines with double stage

∆Pmi
(s) =

1

1 + sTgi

1 + sαTrhi

1 + sTrhi

∆Pvi
(s);
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∆θi
Deviation of the angular displacement of the rotor

with respect to the stationary reference axis on the stator
∆ωi Speed deviation of rotating mass from nominal value

∆Pmi
Deviation of the mechanical power from nominal value (p.u.)

∆Pvi
Deviation of the steam valve position from nominal value (p.u.)

∆Prefi
Deviation of the reference set power from nominal value (p.u.)

∆PLi
Deviation of the nonfrequency-sensitive load change from nominal value (p.u.)

Hi
Inertia constant defined as Hi = kinetic energy at rated speed

machine rating
(typically values in range [1− 10] sec)

Ri Speed regulation

Di Defined as percent change in load
change in frequency

Tti Prime mover time constant (typically values in range [0.2 − 2] sec )
Tgi

Governor time constant (typically values in range [0.1 − 0.6] sec )
Pij Slope of the power angle curve at the initial operating angle between area i and area j

Table B.1: Variables of a generation area with typical value ranges [Saa02].
(p.u.) stands for “per unit”.

• hydroelectric power station and turbines using incompressible fluid

∆Pmi
(s) =

1− sTwi

1 + sTwi

∆Pvi
(s);

• hydroelectric power station and turbines using compressible fluid

∆Pmi
(s) =

1− 2µ tanh(s τ2 )

1 + µ tanh(s τ2 )
∆Pvi

(s)

where Trhi
is the time constant of the superheater, α is the level of paral-

lelization, Twi
is the time constant of water starting in conduct, τ is the

period of the water hammer and µ is the Allievi’s coefficient.
In the following we introduce three scenarios corresponding to different
interconnection topologies of generation areas. The model parameters and
constraints on ∆θi and on ∆Prefi

for systems in all scenarios are given in
Table B.2. We highlight that all parameter values are within the range
of those used in Chapter 12 of [Saa02]. We define M as the number of
areas in the power network. For each scenario, discrete-time models Σ[i]

with Ts = 1 sec sampling time are obtained from ΣC
[i] using two alternative

discretization schemes:

• exact discretization of the overall system (acronym D);



204 Appendix B. Benchmark power network systems

• discretization system-by-system, i.e. exact discretization for each area
treating u[i], ∆PLi

and x[j], j ∈ Ni as exogenous inputs (acronym
Dss).

In particular, we note that Dss preserves the input-decoupled structure of
ΣC

[i] while D does not. Relevant properties of the Dss discretization can
be found in [FCS13]. Modeling and discretization can been performed in

Area 1 Area 2 Area 3 Area 4 Area 5
Hi 12 10 8 8 10
Ri 0.05 0.0625 0.08 0.08 0.05
Di 0.7 0.9 0.9 0.7 0.86
Tti 0.65 0.4 0.3 0.6 0.8
Tgi

0.1 0.1 0.1 0.1 0.15

Area 1 Area 2 Area 3 Area 4 Area 5
∆θi ||x[1,1]||∞ ≤ 0.1 ||x[2,1]||∞ ≤ 0.1 ||x[3,1]||∞ ≤ 0.1 ||x[4,1]||∞ ≤ 0.1 ||x[5,1]||∞ ≤ 0.1

∆Prefi
||u[1]||∞ ≤ 0.5 ||u[2]||∞ ≤ 0.65 ||u[3]||∞ ≤ 0.65 ||u[4]||∞ ≤ 0.55 ||u[5]||∞ ≤ 0.5

P12 = 4 P23 = 2 P34 = 2 P45 = 3 P25 = 3

Table B.2: Model parameters and constraints for systems Σ[i], i ∈ 1 : 5.

MatLab using the PnPMPC-toolbox that offers facilities for handling the
interconnections of constrained subsystems [RBFT12].

B.1.1 Scenario 1

We consider four areas interconnected as in Figure B.1. We will simulate

Figure B.1: Power network system of Scenario 1

Scenario 1 using the load steps specified in Table B.3.
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Step time Area i ∆PLi

5 1 +0.15
15 2 -0.15
20 3 +0.12
40 3 -0.12
40 4 +0.28

Table B.3: Load of power ∆PLi
(p.u.) for simulation in Scenario 1. +∆PLi

means a step of required power, hence a decrease of the frequency deviation
∆ωi and therefore an increase of the power reference ∆Prefi

.

B.1.2 Scenario 2

We consider the power network proposed in Scenario 1 and add a fifth area
connected as in Figure B.2. We will simulate Scenario 2 using the load

Figure B.2: Power network system of Scenario 2

steps specified in Table B.4.

B.1.3 Scenario 3

We consider the power network described in Scenario 2 and disconnect the
area 4, hence obtaining the areas connected as in Figure B.3. We will
simulate Scenario 3 using load steps specified in Table B.5.
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Step time Area i ∆PLi

5 1 +0.10
15 2 -0.16
20 1 -0.22
20 2 +0.12
20 3 -0.10
30 3 +0.10
40 4 +0.08
40 5 -0.10

Table B.4: Load of power ∆PLi
(p.u.) for simulation in Scenario 2. +∆PLi

means a step of required power, hence a decrease of the frequency deviation
∆ωi and therefore an increase of the power reference ∆Prefi

.

Figure B.3: Power network system of Scenario 3

Step time Area i ∆PLi

5 1 +0.12
15 2 -0.15
20 5 +0.20
40 2 +0.15
40 3 +0.13
40 5 -0.20

Table B.5: Load of power ∆PLi
(p.u.) for simulation in Scenario 3. +∆PLi

means a step of required power, hence a decrease of the frequency deviation
∆ωi and therefore an increase of the power reference ∆Prefi

.
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B.2 Design of the AGC layer for a PNS using
MPC

The goal of the benchmark is to design the AGC layer for the scenarios
introduced in Section B.1. Different control schemes will be compared with
the CeMPC scheme described next.
For a given Scenario, at time t we solve the centralized optimization problem

P
N(x(t),u(t : t+N − 1)) :

min
u(t:t+N−1)

t+N−1∑

k=t

(||x(k) − xO||Q + ||u(k)− uO||R) + ||x(t +N)− xO||S

(B.3a)

x(k + 1) = Ax(k) + Bu(k) + L∆PL(t) k ∈ t : t+N − 1 (B.3b)

x(k) ∈ X k ∈ t : t+N − 1 (B.3c)

u(k) ∈ U k ∈ t : t+N − 1 (B.3d)

x(t+N) ∈ Xf (B.3e)

and then apply ∆Pref = u(0). We note that the bold quantities in (B.3)
collect the dynamics (B.1) of each area, moreover the cost function depend
upon xO and uO that are defined as xO[i] = (0, 0, ∆PLi

, ∆PLi
) and uO[i] =

∆PLi
. The constraints X and U in (B.3c) and (B.3d) are obtained from

constraints listed in Table B.2. In the cost function (B.3a) we set N = 15,
Q = diag(Q1, . . . , QM ) and R = diag(R1, . . . , RM ), where

Qi =








500 0 0 0
0 0.01 0 0
0 0 0.01 0
0 0 0 10








and Ri = 10. (B.4)

Weights Qi and Ri have been chosen in order to penalize the angular dis-
placement ∆θi and to penalize slow reactions to power load steps. Since
the power transfer between areas i and j is given by

∆Ptieij
(k) = Pij(∆θi(k)−∆θj(k)) (B.5)

the first requirement also penalizes huge power transfers.
In order to guarantee the stability of the closed loop system, we design the
matrix S and the terminal constraint set Xf in three different ways.
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• S is full (MPCfull): we compute the symmetric positive-definite
matrix S and the static state-feedback auxiliary control law Kauxx, by
maximizing the volume of the ellipsoid described by S inside the state
constraints while fulfilling the matrix inequality (A + BKaux)′S(A+
BKaux)− S ≤ −Q−K′

auxRKaux.

• S is block diagonal (MPCdiag): we compute the decentralized sym-
metric positive-definite matrix S and the decentralized static state-
feedback auxiliary control law Kauxx, Kaux = diag(K1, . . . ,KM ) by
maximizing the volume of the ellipsoid described by S inside the state
constraints while fulfilling the matrix inequality (A + BKaux)′S(A+
BKaux)− S ≤ −Q−K′

auxRKaux.

• Zero terminal constraint (MPCzero): we set S = 0n×n and Xf = xO.

B.2.1 Performance criteria

We propose the following performance criteria for evaluating different con-
trol schemes.

• η-index

η =
1

Tsim

Tsim−1
∑

k=0

M∑

i=1

(||x[i](k)− xO[i](k)||Qi
+||u[i](k)− uO[i](k)||Ri

) (B.6)

where Tsim is the time of the simulation. From (B.6), η is a weighted
average of the error between the real state and the equilibrium state
and between the real input and the equilibrium input.

• Φ-index

Φ =
1

Tsim

Tsim−1∑

k=0

M∑

i=1

∑

j∈Ni

|∆Ptieij
(k)|Ts (B.7)

where Tsim is the time of the simulation and ∆Ptieij
is the power

transfer between areas i and j defined in (B.5). This index gives the
average power transferred between areas. In particular, if the η-index
is equal for two regulators, the best controller is the one that has the
lower value of Φ.
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B.3 Control experiments

We applied the CeMPC schemes introduced in the previous section to Sce-
narios 1, 2 and 3. Furthermore, for each scenario we discretized the con-
tinuos system with both discretization schemes D and Dss. At time t we
solve the optimization problem (B.3) and then apply the control action to
the continuos-time system, keeping the value constant between time t and
t + 1. If at time t the power load increases or decreases, we assume the
controller can use this information at time t. This means at time t the
controller knows exactly the value of ∆PL hence can use it. We highlight
that violation of this assumption can impact considerably on the index η.
In all experiments we use Tsim = 100. In Table B.6 and B.7 the values of
the performance parameters η and Φ, respectively, are reported for each
control experiment.1

Scenario 1 Scenario 2 Scenario 3
D Dss D Dss D Dss

MPCfull 0.0249 0.0249 0.0346 0.0347 0.0510 0.0511
MPCdiag 0.0249 0.0249 0.0346 0.0347 0.0510 0.0511
MPCzero 0.0249 0.0249 0.0346 0.0347 0.0510 0.0511

Table B.6: Values of the performance parameter η using different central-
ized MPC schemes for the AGC layer.

Scenario 1 Scenario 2 Scenario 3
D Dss D Dss D Dss

MPCfull 0.0030 0.0029 0.0063 0.0060 0.0060 0.0058
MPCdiag 0.0030 0.0029 0.0063 0.0061 0.0060 0.0058
MPCzero 0.0030 0.0028 0.0063 0.0059 0.0059 0.0058

Table B.7: Values of the performance parameter Φ using different CeMPC
schemes for the AGC layer.

B.4 Measures of control performance

The aim is to design decentralized or distributed controllers for the scenarios
described in Section B.1.

1All simulations have been done using a MacOS 10.7.5, with processor Intel Core i5,
1.7 GHz, MatLab r2013a, solver CPLEX [IBM11], YALMIP [L0̈4] and MPT [KGB04].
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Depending on the control technique adopted either D or Dss discretization
schemes can be chosen.
The first goal of a decentralized or distributed AGC layer is to have per-
formance in terms of η similar to CeMPC. Matching also the values of Φ
can be seen as a secondary objective.
Alternative control schemes will be also ranked according to the degree
of decentralization of the design process. Ideally, the controller of each
area should be designed independently of the others and using information
from a limited number of other areas. Decentralized design is important in
PNS because if an area needs to be isolated or a new area is plugged into
the network one would like to avoid the redesign the whole AGC layer and
rather retune just a limited number of local controllers in order to guarantee
asymptotic stability and constraints satisfaction for the whole network.
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The PnPMPC-toolbox is a GNU-licensed MatLab toolbox for the modeling
of constrained LSSs described by LTI dynamics and for the software im-
plementation of the PnPMPC schemes proposed in this thesis. The main
goals of this toolbox are the following:

(i) to ease the modeling of large-scale constrained system;

(ii) to perform the design of PnPMPC regulators;

(iii) to perform the design of PnP LSEs.

There are many MatLab toolboxes and tools for modeling dynamical sys-
tems, but most of them have not been developed for achieving aim (i)
above. Indeed, since a LSS is composed by several subsystems, one would
like to easily perform the following operations: add and remove a subsys-
tem, extract a subsystem from a whole system, extract the constraints of a
subsystem, change the dynamics of a subsystem and add coupling among
two subsystems. In the development of the PnPMPC-toolbox we provided
methods in order to fulfill these and other requirements.
In the development of the PnPMPC-toolbox we used an object-oriented
approach. This choice allows one to encapsulate in a single object all data
characterizing a LSS. To this purpose we defined the lss (large-scale system)
class. An lss object allows one to describe a constrained model, and, thanks
to the sparsity of the matrices of the system, we reduced as much as possible
the use of computational resources.
We also developed functions for the design of the distributed state estimator
in Chapter 3 and for the design of PnPMPC regulators and LSEs proposed
in the second part of the thesis.
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Since most of the proposed decentralized and distributed algorithms re-
quire the computation of invariant sets, we provided functions to compute
efficiently these sets implementing some of the procedures in [RKKM05]
and [RB10]. Moreover, we developed a class to manage zonotopic sets.
We highlight that all simulations in this thesis, as well as the modeling
of the LSSs, PnP design of controllers and state estimators, have been
developed using the PnPMPC-toolbox.

The toolbox has been developed by S. Riverso, A. Battocchio and G.
Ferrari-Trecate and is available at http://sisdin.unipv.it/pnpmpc/pnpmpc.
php.

http://sisdin.unipv.it/pnpmpc/pnpmpc.php
http://sisdin.unipv.it/pnpmpc/pnpmpc.php
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