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Letter from the Editor-in-Chief

Bulletin Related Items

Membership Renewal

Included on page 56 of the current issue is a Technical Committee Membership Application Form. This form
must be filled in and forwarded to the Computer Society in order for you to continue as a member of the TC on
Data Engineering in 1997. It is essential that you file this form in order for you to continue to receive the Data
Engineering Bulletin.

Below is the message that I received from the Computer Society.

MEMBERSHIP RENEWAL BY DECEMBER 31, 1996 -- To serve our membership the
best way we can with limited resources, we must periodically ensure
that those of you who receive this newsletter and other information
continue to be interested in being part of TCDE. Every few years, we
will ask that you renew your membership in the technical committee to
remain on the list.

Renew now by completing and returning the TC application form on page
56 by mail, fax, or email. You only need to submit one form for
all TCs you belong to, as long as you check the appropriate boxes (up
to four). Members who do not respond by December 31, 1996 will be
removed from the TC list(s).

You may also renew by visiting the IEEE Computer Society web site at
http://www.computer.org/tab/tcapplic.htm

and filling in the application there.

Editorial Appointment

I am happy to announce the appointment of Joe Hellerstein, from the University of California, Berkeley, as an
Associate Editor. Joe graduated from Wisconsin only last year. His work in query processing and access meth-
ods has already established his reputation as an outstanding database researcher. Joe will be the editor of the
December issue of the Bulletin.

About this Issue

The current issue focuses on information dissemination. This is a particularly timely issue as use of the world
wide web has exploded. And information dissemination is one of the key roles played by the web. The issue
is broader than only the web, discussing several of the fundamental technologies for information dissemination.
I want to thank Mike Franklin for the fine job he has done in soliciting papers from diverse sources, exploiting
the diverse technologies. While no single issue of any publication is likely to be fully comprehensive, Mike has
succeeded in assembling an issue that provides excellent coverage of this very rapidly changing field.

David Lomet
Microsoft Corporation
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Letter from the Special Issue Editor

In the past few years there has been an explosion in the number and variety of data-intensive applications being
deployed. The World Wide Web is just one of the new ways that content (i.e., data) is being delivered to users at
the office, at home, and even on the road. To the database specialist, these developments have been both gratify-
ing, as a confirmation of the importance of data management issues, and unsettling, as we watch the information
superhighway being paved with nary a transaction nor an equijoin in sight. While database systems will continue
to play a significant role in storing and managing the “mission critical” data of most organizations, it is clear that
many new applications are quite different from the ones that database systems have traditionally supported. De-
spite the differences, however, there is much benefit to be gained by applying database expertise to the many new
types of data-intensive applications that are beginning to appear.

The focus of this issue is on one particular technology that is at the heart of many new applications, namely,
data dissemination. Data dissemination can be loosely defined as the process of delivering data from a source
or set of sources to a (typically larger) set of consumers. The articles in this issue cover topics ranging from
communication primitives that can enable data dissemination, to architectures that incorporate it, to descriptions
of applications that use it.

In the first paper, Azer Bestavaros and Carlos Cunha describe how traditional notions of locality break down
on the Web due to the vast amount of information available and the ease of “surfing”. They propose a dissemination-
oriented approach for placing copies of frequently accessed web pages at key points in the network. Son Dao and
Brad Perry describe the SATIN testbed developed at Hughes Research Laboratory to exploit the satellite-based
DirecPC system, which is capable of providing multi-megabit delivery of data to millions of users in homes and
elsewhere. The third paper, by Stan Zdonik and myself, describes the notion of a dissemination-based infor-
mation system incorporating multiple modes of data delivery. The challenges that arise in the design of such a
system are explored by using our Broadcast Disks method as an example.

David Glance provides a description of how the multicast support found in IONA Technologies’ OrbixTalk
messaging system can be used to support publish/subscribe communication in a CORBA environment. After
describing the basic mechanism, Glance gives several compelling examples of types of applications that can be
developed using such technology. Shashi Shekhar, Andrew Fetterer and Duen-Ren Liu, describe the Genesis
project to develop an Advanced Traveler Information System (ATIS) in Minnesota. ATIS is a prime example of
an application that is outside the traditional notion of database applications, but that can benefit greatly by the
insights and techniques that have been developed by the database community. In the final paper, Tak Yan and
Hector Garcia-Molina describe their SIFT system for disseminating USENET news articles across the Internet.
SIFT, which began as a research project, has recently been commercialized. In this paper they describe the solu-
tions they developed to address the scalability problems that arose with the increasing popularity of the system.

The papers included here provide a sampling of the kinds of new research and development opportunities
that have recently arisen due to advances largely outside of the database area. Fortunately, as I believe these
papers show, the database community has much to add to these important new applications. I would like to thank
Stan Zdonik for his many ideas and discussions, and would also like to thank the Editor-In-Chief, Dave Lomet,
for producing the Data Engineering Bulletin, which is an excellent resource for charting the current and future
progress of the database field.

Michael Franklin
University of Maryland
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Server-initiated Document Dissemination for the WWW

Azer Bestavros
(best@cs.bu.edu)

Carlos Cunha
(carro@cs.bu.edu)

Computer Science Department
Boston University, MA 02215

Abstract

In this paper we overview the merits of a data dissemination mechanism that allows information to prop-
agate from its producers to servers that are closer to its consumers. This dissemination reduces network
traffic and balances load amongst servers by exploiting geographic and temporal locality of reference
properties exhibited in client access patterns. The level of dissemination depends on the relative pop-
ularity of documents, and on the expected reduction in traffic that results from such dissemination. We
present results of log analysis and trace-driven simulations that quantify the performance gains achiev-
able through the use of such a protocol.

1 Introduction

The effectiveness of client-based caching for very large distributed information systems (like the WWW) is lim-
ited. This was established in a comprehensive study of client-based caching for the Web, which was conducted
by our Oceans group (http://www.cs.bu.edu/groups/oceans/ ). In that study [4], the effectiveness of
session caching, machine caching, and proxy caching were established using a unique set of 5,700 client traces
(almost 600,000 URL requests), which were obtained by intrumenting Mosaic as detailed in [6]. This study con-
cluded that proxy caching is ultimately limited by the low level of sharing of remote documents amongst clients
of the same site. This finding agrees with Glassman’s predictions [9] and was further confirmed for general proxy
caching by Abramset al [1].

In order to explain the limited effectiveness of WWW client-based caching, we need to consider the locality
of reference properties that contribute to an enhanced cache performance [2]. Access patterns in a distributed
information system (such as the WWW) exhibit three locality of reference properties: temporal, geographical,
and spatial. Temporal locality of reference implies that recently accessed objects are likely to be accessed again
in the future. Geographical locality of reference implies that an object accessed by a client is likely to be accessed
again in the future by “nearby” clients. This property is similar to the processor locality of reference exhibited
in parallel applications [8]. Spatial locality of reference implies that an object “neighboring” a recently accessed
object is likely to be accessed in the future.

If client-based caching is done on aper-sessionbasis (i.e., the cache is cleared at the start of each client ses-
sion), then the only locality of reference property that could be exploited is the temporal locality of reference. The

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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www.cs.bu.edu www.stones.edu
Data Set 1 Data Set 2 Data Set 3

Period 56 days 182 days 110 days
URL requests 172,635 585,739 4,068,432
Bytes transferred 1,447 MB 6,544 MB 112,015 MB
Average daily transfer 26 MB 36 MB 1,018 MB
Files on system 2,018 2,679 N/A
Files accessed (remotely) 974 (656) 1,628 (1,032) N/A (1,151)
Size of (accessed) file system50 MB (37 MB) 62 MB (42 MB) N/A (402 MB)
Unique clients (10+ requests)8,123 8,474 60,461

Table 1: Summary statistics for log data used in this paper

results of our client-based caching study [4] suggest that for a single client, the temporal locality of reference is
quite limited, especially for remote documents. In particular, we found that even with a cache of infinite size,
the average byte hit rate is limited to 36% and could be as low as 6% for some client traces. This poor perfor-
mance could be attributed to the “surfing” behavior of clients, which implies that recently-examined documents
arerarely revisted in the future.

If client-based caching is done on aper-sitebasis (i.e., a common “proxy” cache is shared among all clients),
then one would expect an improved cache performance as a result of the geographical locality of reference prop-
erty. However, the results of our client-based caching study [4] suggest that for remote documents the amount of
sharing between clients is limited. In particular, we found that even with an infinite proxy cache size, the aver-
age byte hit rate improves from 36% to 50%. Figure 1, which is reproduced from the data in [4] illustrates this
point by plotting the rate at which the proxy cache must be inflated—a measure termed theCache Expansion
Index(CEI)—to maintain a constantbyte hit rate. Figure 1 indicates that the CEI is proportional to the number
of clients (N) sharing the proxy cache—it shows that for a large number of clients concurrently using the proxy
cache, the CEI is linearly related to N and does not seem to level off.

It must be noted that Figure 1 does not imply that the relationship between CEI and N will continue to be
linear for even larger values of N; it only implies that for the levels of concurrency likely to be aggregated at a
single site through a proxy cache, the relationshipis linear. To get a higher level of concurrency, we need to think
about an economy of scale far beyond what a proxy cache at (say) an organization can provide.

The above discussion shows that temporal and geographical locality of reference properties for WWW access
patterns are not strong enough to result in an effective caching strategy at a single client or site. However, what
is yet to be answered is whether temporal and geographical locality of reference properties at a much larger scale
(e.g., thousands of clients) could be exploited. In the remainder of this paper, we provide an affirmative answer
to this question.

2 The Premise of Dissemination

In order to be able to quantify the available locality of reference properties that could be exploited on the WWW,
we collected extensive server traces from the HTTP server of the Computer Science Department at Boston Uni-
versityhttp://www.cs.bu.edu and from the HTTP server of the Rolling Stones web site
http://www.stones.com/ . These traces are summarized in table 1. Unless otherwise stated, our model val-
idation and trace simulations were all driven by this data.

The highly uneven popularity of various Web documents has been documented in [6]. This study confirmed
the applicability of Zipf’s law [13, discussed in [12]] to Web documents. Zipf’s law was originally applied to the
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relationship between a word’s popularity in terms of rank and its frequency of use. It states that if one ranks the
popularity of words used in a given text1 (denoted by�) by their frequency of use (denoted byP ) thenP � 1=�.
Note that this distribution is a parameterless hyperbolic distribution.i.e.,� is raised to exactly -1, so that thenth

most popular document is exactly twice as likely to be accessed as the2nth most popular document. Our data
shows that Zipf’s law applies quite strongly toWeb documents serviced by Web servers. This is demonstrated in
Figure 2 for all 2,018 documents accessed in the BU trace (data set 1). The figure shows a log-log plot of the
total number of references (Y axis) to each document as a function of the document’s rank in overall popularity
(X axis). The tightness of the fit to a straight line is strong (R2

= 0:99), as is the slope of the line: -0.95 (shown
in the figure). Thus the exponent relating popularity to rank for Web documents is very nearly -1, as predicted
by Zipf’s law. Out of some 2000+ files available through the WWW server, the most popular 256KB block of
documents (that is 0.5% of all available documents) accounted for 69% of all requests. Only 10% of all blocks
accounted for 91% of all requests!

The above observation leads to the following question: How much bandwidth could be saved if requests for
populardocuments from outside the LAN are handled at an earlier stage (e.g., using a proxy at the “edge” of the
organization)? Figure 3 shows the percentage of the server load (measured in total bytes serviced) that would be
saved if various block sizes of decreasing popularity are serviced by some other server.

A closer look at the logs ofhttp://www.cs.bu.edu , reveals that there are three distinct classes of docu-
ments. Figure 4 shows the ratio of remote-to-local (and local-to-remote) accesses for each one of the 974 doc-
uments accessed at least once during the analysis period. Out of these 974 documents: 99 documents had a
remote-to-local access ratio larger than 85%—we call theseremotely popular documents; 510 documents had
a remote-to-local access ratio smaller than 15%—we call theselocally popular documents; 365 documents had
a remote-to-local access ratio between 85% and 15%— we call the remaining 365 documentsglobally popular
documents.

The classification of documents into globally, remotely, and locally popular (i.e., based on temporal/geographical
locality of reference) could be easily done by servers in order to decide which documents to disseminate and
where such documents should be dessiminated.

An important question that may affect the performance of our dissemination protocol is related to the rate at
which popular documents are updated. Notice that the more frequently these documents are updated, the more
frequently the home server is to refresh the replicas at the proxies. In a related study, we monitored thedate of last
updateof remotely, locally, and globally popular documents for a 6-month (26 weeks) period that started with
the 56-day period of table 1, and continued for another 126 days). We observed that both remotely popular and
globally popular documents were updated very infrequently (less than 0.5% update probability per document
per day), whereas locally popular documents were updated more frequenlty (about 2% update probability per
document per day).2 This result is important because it suggests that those documents most likely to be dissem-
inated are statistically the ones less likely to change. The significance of these findings was further investigated
by Gwertzman and Seltzer in the context of WWW cache consistency [11]. It is important to note that our mea-
surements and observations apply to information systems ofarchival nature (e.g. institutional Web pages). For
information systems oftemporalnature (e.g. stock market tickers, news feeds,etc.) it is likely that the most
popular documents are those that change most frequently.

3 Dissemination Model and Experiments

In our model, information is disseminated fromhome servers(producers) toservice proxies(agents) closer to
clients(consumers). We assume the existence of a many-to-many mapping between home servers and service

1Zipf’s law has subsequently been applied to other examples of popularity in the social sciences.
2Multiple updates to a document within one day were counted asoneupdate.
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proxies. A service proxy along with the set of home servers it represents form acluster. We model the WWW
(Internet) as a hierarchy of such clusters.3

Our notion of a service proxy is similar to that of a client proxy, except that the service proxy acts on behalf
of a cluster of servers rather than a cluster of clients. In practice, we envision service proxies to be information
“outlets” that are available throughout the Internet, and whose bandwidth could be (say)“rented” . Alternately,
service proxies could be public engines, part of a national computer information infrastructure, similar to the NSF
backbone. For the remainder of this paper we useproxy to refer to a service proxy.

Our model does not limit the number of proxies that could be used to “front-end” a particular server. Each
server in the system may belong to a number of clusters, and thus may have a number of proxies acting on its
behalf, thus disseminating its documents along multiple routes (or towards various subnetworks). A server is
allowed to use (through bidding for example) a subset of theseproxiesto disseminate its data to clients.

In order to evaluate our dissemination protocol, we had to come up with a realistic clustering of the Internet
to reflect the dissemination model introduced above and detailed in [3]. This clustering could be based on several
criteria. For example, it could be based on geographical information (e.g., distance in miles between clients as
suggested in [10]). Alternately, it could be based on institutional/network boundaries (e.g., assign one service
proxy per institution or network). Our choice was to base the clustering on the structure of the routes between a
server and its clients. Such a clustering (based on the distance between the server and client measured inactual
route hops) allows us to quantify the savings achievable through dissemination because it makes it possible to
measure the bandwidth saved inBytes�Hops(BHops) units. We define aBHopto be equivalent to a single byte
transfered over one hop. A reduction in BHops implies either a reduction in the total number of bytes transfered
or a reduction in the transfer distance (in hops), or a reduction in both.

Using therecord route option of TCP/IP, it is possible to build a complete tree originating at the server
with clients at the leaves. We built such a tree for alltraceableclients ofhttp://www.cs.bu.edu . By a trace-
able client, we mean a client for whichtraceroute() succeeded in identifying a route that remained consis-
tent over several traceroute experiments. Almost 90% of all bytes transferred fromhttp://www.cs.bu.edu

were transferred to traceable clients. For data set 2 of table 1, the constructed tree consisted of 18,000+ nodes.
Figure 5 shows a histogram of the number of clients (leaf nodes) versus the distance in hops of these clients

from thehttp://www.cs.bu.edu server. This histogram shows three distinct client populations. The first
population is within a distance of 2-3 hops and represents on-campus clients at Boston University. The second
population is within a distance of 4-9 hops and represents clients on the New England Academic and Research
network (NEARnet). The third is within a distance of more than 9 hops and represent WAN clients. For servers
where most of the demand is generated by WAN clients, Figure 5 suggests that popular documents could be dis-
seminated as much as 8-9 hops away from the server. Such a dissemination would result in large savings. Specifi-
cally, replicating the most popular 25 MB fromhttp://www.stones.com on proxies 8-9 hops closer to clients
would yield whoping network bandwidth savings of more than 8 GByte�Hops per day.

We performed simulations of our dissemination strategy based on the structure4 of the server-to-client routing
tree discussed above. Our simulations were driven by the 26-week traces obtained fromhttp://www.cs.bu.edu

(data set 2 in table 1).
In our simulations, replicas of the most popular files onhttp://www.cs.bu.edu (the root of that tree) were

disseminated every week down to proxies (internal nodes of the tree)closerto the clients. The location of such
proxies depends on the demand during the previous month (4 weeks) from the various parts of the tree and aims
to balance the load amongst those proxies.

The general dissemination model presented in [3] assumes that proxies are organized in a hierarchy. Our
implementation of this idea was simpler, whereby the hierarchy was flattened by having the home server (the

3A detailed treatment of this model, including an optimal resource allocation strategy for proxies to ration their resources amongst
competing home servers belonging to the same cluster can be found in [3].

4Analysis ofhttp://www.cs.bu.edu logs suggests that the shape of the tree (especially internal nodes) and the distribution
of load is quite static over time.
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root of the tree) compute using the access patterns of all its clients the ultimate placement for the replicas. In
other words, our simulations did not consider multi-level proxying (i.e., the possibility of proxying a proxy) as
would be possible under the general dissemination model.

In our study we assumed that any internal node is available as a service proxy. In a real system, this assump-
tion may not be valid since internal nodes are routers, unliquely to be available as service proxies. In practice, we
envision that the set of proxies available“for rent” by a particular server could be matched up to the optimum
place obtained using our protocol.

In our simulations, we require clients to always request service from the home server. If the requested docu-
ments are available at proxies closer to the client, the home server forwards the request to the proxy that is closest
to the client. This forwarding mechanism is supported by the HTTP protocol and has much less overhead than
the more general hierarchical name resolution strategy described in [7].

In our simulations, we assume that the cost of propagating updates to proxies could be ignored. To establish
the validity of this assumption, consider the ratio of the number of times apopulardocument is changed per unit
time to the number of times that document is accessed per unit time. As noted earlier, popular documents are
updated least. This means that the ratio of updates versus access will be very small (we measured this ratio at
less than 0.001 for popular documents). Thus, the inaccuracy of our simulations (by not taking into account the
cost of propagating updates) is very insignificant.

Figure 6 shows the percentage reduction in bandwidth (measured inbytes � hops) that is achievable by
disseminating a percentage of the most “popular” data available on the server. The horizontal axis shows the
number of proxies to which this data was disseminated. Two curves are shown. The first assumes that the most
popular 10% of the data (� 5 MB) is to be disseminated, whereas the second assumes that the most popular 4% (�

2 MB) of the data is to be disseminated. Obviously, a larger number of proxies results in a deeper dissemination,
and thus larger bandwidth savings.

One observation from figure 6 is that most of the bandwidth saved through the use of dissemination is due to
the dissemination of a very small amount of data. For example, increasing the level of dissemination by 150%
(from 2MB per service proxy to 5MB per service proxy) results in a meager 6% additional bandwidth savings.
Another observation from figure 6 is that most of the bandwidth saved results from using a small number of ser-
vice proxies. For example, tripling the number of service proxies from 20 to 60 results in only 21% additional
bandwidth savings. Finally, figure 6 shows that the payoff per replica decreases as the number of replicas in-
creases.

The results illustrated in figure 6 are based on a dissemination strategy that is done only once (on day one),
based on analysis of the complete logs for all 26 weeks used to drive the simulations. Such an approach would be
reasonable if the popularity profile is static. A more practical (and accurate) approach would be to periodically
compute the popularity profile based on past access patterns. Figure 7 shows the performance results achievable
using such an approach. In particular, it shows the reduction in bandwidth for four experiments, in which the
dissemination was performed once a week using the logs of the lastn weeks to compute the popularity profile,
for n=1, 2, 3, and 5, respectively. For all of these experiments, the 10% most popular data (computed over the
n-week period) was disseminated. Figure 7 shows that the longer the history used to compute the popularity
profile, the better the performance, especially when the number of proxies is quite large.

An interesting observation from figure 7 regards the non-monotonicity of the performance gains with respect
to the level of dissemination. In particular, while the general trend in figure 7 is for the performance to improve
as the number of proxies is increased, there are many instances in which an increase in the number of proxies
results in a minor performance degradation, especially when the history used to compute the popularity profile
is short (e.g., one week). This anomaly can be explained by noting that deploying a larger number of proxies
results in a deeper dissemination and that the further a proxy is from the home server, the more lilkely it is for
the load generated at that proxy to fluctuate. In other words, dissemination based on a smaller ratio of clients-
to-proxies (which is the case when deep dissemination is attempted) is less effective. Recall that, at the limit
when documents are propagated all the way to client proxies (i.e. closer to the leaves of the tree), dissemination
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reduces to client caching which has been shown earlier (in Section 1) to be of limited effectiveness due to the
weak sharing amongst clients.

Figure 8 documents this observation by showing the load-variation index (on the Y axis) for the top 17 levels
of the dissemination tree (on the X axis). This index is computed by normalizing thechangein the percentage
of load at a proxy from one week to the next using the Z-score technique.

In our simulation, the same data is disseminated to all proxies. Better results (and less succeptibility to varia-
tion in geographical locality of reference) are attainable if the dissemination strategy takes more advantage of the
geographic locality of reference (by disseminating different data to different proxies based on the access patterns
of clients served by each proxy).

4 Summary and Future Research

Current service protocols in large-scale distributed information systems are client-based; they do not use the
knowledge amassed at servers concerning client access patterns. In a series of studies, we have demonstrated
that such knowledge could be used effectively to perform dissemination. Using extensive trace simulations we
have quantified the potential gains of our protocol. We showed that dissemination is most effective in reducing
network traffic (by as much as 40-50%) and in balancing the load amongst servers. These gains areabove and
beyondwhat is achievable through client-based caching.

The basic premise of our work is that servers are in a unique position to decidewhichdocuments are worth
replicating through dissemination,how manyreplicas should be disseminated, andwhereto place these replicas.
This, however, does not imply that clients and their proxies do not (or should not) play a role in improving the
performance of information retrieval and in alleviating communication bottlenecks. For example, our work is
not a substitute for client-based caching; rather, it is a complement. The primary purpose of client-based caching
is to reduce the latency of information retrieval, whereas the primary purpose of information dissemination is to
reduce traffic and balance the load among servers. Of course, these purposes are not completely independent—a
protocol whose primary purpose is to reduce traffic and balance load is likely to improve the latency of informa-
tion retrieval. Nevertheless, the most reduction in latency is likely to be the result of a protocol whose primary
purpose is just to do that (client-based caching in this case).

Another example of how our work complements other client-based protocols is related to the notion of dy-
namic server selection, introduced by Crovella and Carter in [5]. The primary purpose of a client-based dynamic
server selection protocol is to determine “on the spot” which of several servers to use to retreive a document repli-
cated on all of these servers. This selection is based on dynamic measurements that attempt to locate the server
with the least congested route. Such a technique could complement dissemination by allowing servers to com-
municate with clients the location of all (or some) replicas that are deemed “close” to the client, while leaving to
the client-based server selection protocol the final decision as to which one of these replicas to retrieve based on
the dynamic conditions of the network.

Our experiments demonstrate the potential savings achievable through dissemination. More experiments are
needed to generalize these findings by considering traces from a larger set of servers. Also, more experiments
are needed to study the effects of dissemination from competing service proxies. Finally, it should be noted that
our study has concentrated primarily on Web document retrieval. As the Web evolves in terms of the type of
information and the manner in which this information is presented5 more elaborate dissemination protocols may
have to be developed.
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Figure 1: Cache sizevsMPL for a constant hit rate
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Abstract

In this paper we describe our Satellite and Terrestrial Information Networks (SATIN) testbed and its role
in identifying and exploring issues in large-scale information dissemination. In particular, we explore
the benefits of using satellite broadcast channels to enable information delivery in dynamic, mobile, and
multimedia domains. We describe methods to evolve satellite uplink centers into information gathering
centers that watch networked information sources and proactively construct packets of ”similar” infor-
mation for efficient broadcast dissemination. We describe two innovative dissemination principles that
arise in SATIN applications: (1)smart push controlat the information gathering and broadcast dissem-
ination centers; and (2)seamless pull controlat the filtering and redistribution nodes. These two prin-
ciples combine to demonstrate the effective use of broadcast channels for proactive data dissemination
from large-scale, dynamic, and networked information sources.

1 Introduction

The amount and diversity of information available across networks is exploding. Information sources change
constantly, and users are faced with the daunting challenges of collecting, evaluating, navigating, and process-
ing in this dynamic information universe. As the scale and rate of change for online information continues to
grow, the dominant “mode” of information access must migrate from user-initiated, comprehensive searching
to source-initiated dissemination of relevant information. As the importance and coverage of online information
continues to grow, the dominant “mode” of information access must migrate from pre-established communication
endpoints to anytime access anywhere on the globe. At Hughes Research Laboratories we are researching and
developing novel methods to beneficially unite advancements in active data dissemination with advancements in
global network connectivity.

One particularly interesting advancement in wireless networking is the availability of high-bandwidth satel-
lite communications as standard network components. Products such as DirecPC [5] allow a common desktop
PC to connect to a small (24-inch) personal satellite receiving dish. This small dish immediately charges the PC
with a 1 Mbit/s mobile and wireless data downlink. DirecPC represents just the surface of innovations that are

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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rapidly bringing satellite network connectivity to an economic and individualized (or local group) level. With
this fact in mind, we have developed the Satellite And Terrestrial Information Network (SATIN) testbed [4]. The
SATIN testbed lets us explore the benefits and ramifications of interleaving satellite broadcast channels, in wired
and wireless networks, for information delivery in dynamic, mobile, and multimedia domains.

In the remainder of this paper we give an overview of the SATIN testbed and highlight the technical issues it
brings to active data dissemination. We then introduce the concepts ofsmart pushandseamless pullcontrol as
the critical information processing components in a satellite-based dissemination network. Finally, we conclude
with a summary of information dissemination in the SATIN testbed.

2 The SATIN Testbed

SATIN is a next-generation networking testbed under research and evaluation at Hughes Research Laboratories.
The testbed mission is to continually gather state-of-the-art mobile and wireless networking components to re-
search and demonstrate interoperative information access in such a hybrid environment. The following compo-
nents currently highlight the SATIN testbed:

� Unix servers functioning as the information dissemination server that intelligently gathers and packages
data to be broadcast over the Hughes DirecPC satellite.

� Mobile basestations implemented as a van equipped with a DirecPC receive dish and Windows-PC server.
Furthermore, the PC has a cellular modem connection to the Internet to serve as a backlink to the dissem-
ination servers.

� Fixed basestations implemented as stationary Windows-PC machine with a DirecPC receive dish and either
a direct T1 or 28.8 modem backlink to the Internet and dissemination servers.

� Mobile clients (wireless laptops running either Linux or Windows) communicating with mobile or fixed
basestations via a wireless LAN.

Our current prototype applications demonstrate integrated satellite and terrestrial dissemination of map, video,
and structured data. The “modes” of information distribution currently supported include:

1. Subscription-based: Dissemination servers actively and automatically broadcast gathered information based
on subscriptions of user interests.

2. Query-based: Individual clients or basestations submit ad-hoc requests to one or more dissemination servers.
Results are broadcast to basestations for redirection to the requesting clientas well asall potentially inter-
ested clients (based on profile and subscription information).

3. Propagation-based: Clients submit locally computed information to dissemination servers, via the bases-
tations, for selective broadcast to all interested parties.

The SATIN testbed is designed to research innovative techniques forrapidly deployable mobile networks in
high-demand information applications.Figure 1 depicts the general model of information dissemination stud-
ied in our SATIN testbed. This figure captures a model of actively pulling information from networked sources,
intelligently packaging relevant information, autonomously pushing the information to wide areas of basesta-
tions, and intelligently redistributing information throughout wireless local area networks. One of the strengths
of our research group is the multi-disciplined approach to these topics. In particular, we are studying how next-
generation networks affect and enable effective dissemination and how large-scale dissemination affects and en-
ables innovations in mobile and wireless networks. The first issue, that of network support enabling information
dissemination, is the focus of the remainder of this paper.
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Figure 1: SATIN Architecture

3 SATIN – Technical Issues and Goals

The SATIN testbed enables rapidly deployable, mobile, and large-scale network connectivity. The innovative
component is the use of satellite “channels” to reach mobile units, bridge disconnected subnets, and provide high
bandwidth network broadcast. A closer look at the SATIN architecture identifies the role of satellite distribution
in our current applications. The satellite broadcast channel is used to disseminate large amounts of information
to a multitude of mobile, wireless, and/or fixed basestations. The basestations, in turn, redistribute selected in-
formation to mobile clients in the local area. Therefore, each satellite uplink center is the driving force pushing
information from the sources, through the basestations, and to the mobile clients. There are two primary bene-
fits we gain from the satellite distribution channel: (1) wireless access to clients and basestations anywhere in
the satellite’s “coverage”; (2) high-bandwidth broadcast access to all units (wireless or fixed) everywhere in the
satellite’s “coverage”. The broadcast nature of satellite delivery is a characteristic to be “optimized” during infor-
mation processing decisions. Indeed, it is not economical or computationally effective to use satellite broadcast
to deliver information to individual receivers, one transmission at a time. Instead, we are faced with the following
rule-of-thumb:a satellite delivery channel isbest used when the number of receiving dishes ismaximized
for each information package to be transmitted.This maximization rule, though, must work within the finite
limits of the satellite system – both the available bandwidth on the broadcast channel and the upper bound on the
number of simultaneous receive dishes for any given transmission. With these issues in hand, we identify the
following characteristics to be considered:

� If you are going to use a satellite delivery channel to distribute information to a (mobile or fixed) unit, then
every other unit within the satellite’s coverage should be prepared to accept broadcasts of pertinent, though
unsolicited, information.

� When creating an information package to be transmitted on a satellite broadcast channel, the package should
be “massaged” so as to be of interest to the greatest number of units in the current satellite coverage area.

We have been exploring applications where mobile clients submitprofilesof their information needs to be
monitored and collected in the information infrastructure. The basestations collect profiles from clients in the
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local area and submit profile sets to the dissemination servers. The dissemination servers collect profiles from
the basestations and actively monitor and gather information from networked information sources. As “appro-
priate” information is found, it is aggregated into packages of similar data to be broadcast to the basestations.
The basestations receive “relevant” packages and filter and decompose the information for redistribution to the
mobile clients and/or caching for anticipated future client needs.

This active dissemination model requires information processing components forsmart push controlat the
dissemination servers andseamless pull controlat the basestations and mobile clients. In general,smart push
control combines the satellite delivery bounds, the current basestation profiles, and the continually gathered in-
formation to construct the most appropriate information packages to be broadcast throughout the coverage area.
Seamless pull controlidentifies the ability for basestations to dynamically accept unsolicited broadcast informa-
tion and decompose it into objects ranked according to the perceived relevance of its local area of client needs.
We are actively exploring methods for these interrelated control mechanisms, as elaborated below.

4 Smart Push and Seamless Pull Control

Figure 2 depicts the general modules of information processing in smart push and seamless pull control. Figure
1 is annotated with the “location” of each control entity in the overall network. As shown in the figure, smart
push control bridges the gap between networks of information sources and satellite uplink managers. Seamless
pull control, on the other hand, is located within the broadcast receiving basestations. Each basestation oversees
a local area network of clients (a wired or wireless LAN). The primary function of the basestation is to collect the
broadcast information mostrelevantto its local clients’ needs. The basestation then redistributes high priority
data to the clients and caches relevant data for anticipated future client requests. It is possible to duplicate the
seamless pull control functionality in the actual clients and bypass the basestation completely. We do not promote
this solution because clients are frequently disconnected and operating with limited resources.
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Figure 2: Smart Push and Seamless Pull

The goal of smart push control is to efficiently anticipate and disseminate the most appropriate data required
to a multitude of dynamically and incrementally evolving mobile clients. We achieve this goal by developing in-
novative techniques for profile aggregation, neighborhood dissemination packets, and bandwidth-aware profile
matching. A client profile is a query constructed from concepts and schema elements available in the dissemina-
tion servers. Two (or more) profiles are candidates for aggregation if (1) there exists a single query (the aggregate
profile) that covers both candidate profiles; and (2) it is anticipated that the result set of the aggregate is semanti-
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cally relevant to the information requested by each candidate. We recursively apply this “aggregation of profiles”
so as to create a lattice of aggregates of varying client coverage, data coverage, and anticipated semantic rele-
vance. By broadcasting the data for an aggregate profile to all associated clients, we areproactively anticipating
and efficiently disseminating data required during theincrementally evolving operationof the mobile clients and
networked information sources.

The goal of seamless pull control is to efficiently maintain a local data store, at each basestation, that is highly
relevant to the local area of mobile clients. We achieve this goal with semantic filtering and adaptive garbage
collection. Semantic filtering is responsible for “grabbing” packets off the broadcast network and annotating them
with tags for local client interests. Adaptive garbage collection is responsible for discarding irrelevant data and
intelligently clearing less relevant data when higher priority information needs cache space. These two techniques
combine to assure that each basestation is actively caching and redistributing the information that is most relevant
to the profiles of the local area of mobile clients.

4.1 Smart Push Control

For the case of smart push control (Figure 2(a)), the architecture centers around the interactions between the
broadcast manager, profile manager, and dissemination cache. The broadcast manager is responsible for reacting
to the load and priorities of the satellite uplink manager. The dissemination cache is responsible for collecting
networked information required, or likely to be required, for dissemination to various clients in the field. The
profile manager stores the set of all profiles currently under active management by the dissemination server.

A profile aggregation lattice is used to optimize two, often competing, criteria: (1) find the most general pro-
file aggregate that covers a maximal amount of clients with a high degree of relevance; and (2) find the largest
profile aggregate that does not exceed the available satellite bandwidth or restrictions on simultaneously receiv-
ing units. A profile is a database query, written in an object-based SQL supporting the concepts, schema, and
media elements available in the dissemination cache. An aggregate profile generalizes two (or more) profiles by
dropping conditions, generalizing condition values, and/or generalizing condition predicates. We build from the
field of cooperative query answering [3, 2] to bootstrap the profile aggregation problem. Cooperative query an-
swering has developed techniques to estimate the “relaxation error” [1] when rewriting the condition values in
queries withgeneralized or near values. The relaxation error is the expected relevance of the results of the
relaxed query to the intention of the original query. Similarly, an aggregate profile is the query that relaxes two
subordinate profiles with a minimal amount of expected relaxation error. We have expanded this general princi-
ple into a methodology for constructing and maintaining weighted profile aggregation lattices for feature-based
multimedia data collected from networked information sources.

We can perform a single broadcast with the result of an aggregate profile to simultaneously disseminate the
information needs and incremental neighborhoods of all aggregated profiles. In general, given a set of updates
to the dissemination cache and status of the broadcast manager, we can compute the best aggregate profile for
constructing broadcast data packets. This “best profile” will be the aggregate that (1) covers the maximum the
number of subordinate profiles (2) adheres to the availability and capabilities of the broadcast channels; and (3)
maintains the highest degree of relevance to the subordinate profiles.

In Figure 2(a) we depict two types of updates to the dissemination cache. An incremental update corresponds
to the periodic evolution of a monitored information source – updates are propagated into the cache for evaluation
and dissemination. A bulk update corresponds to the “discovery” of a new information source. The identification
of a new source has the effect of simultaneously inserting the entire source into the cache for immediate evaluation
and dissemination. The problem of bulk updates, oractive source discovery and dissemination, has not received
much attention in previous work in data dissemination. In fact, it was not until the proliferation of networked
information sources, such as the World Wide Web, that it was identified as a critical research topic. This “focused
subsetting and dissemination of bulk data” remains an open topic to be adequately addressed in this field.

For incremental updates we can build from similar topics developed in text dissemination tools such as SIFT
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[6]. In SIFT, the database is taken to be the set of profiles (or subscriptions for information) and each article
entering the system is considered a query against the profile database. This approach is extremely effective for
environments where the number of profiles is large and the arrival of dissemination data (i.e., updates) is incre-
mental, periodic, and relatively small (in comparison to the size of the profile database). Our profile aggregation
lattice mirrors the structure of the SIFT subscription index. Therefore, a SIFT-style breadth first search through
the profile lattice is adopted to identify aggregates that cover sets of similar updates.

Effective data dissemination must optimize both profile matching and the capabilities of the broadcast chan-
nel(s). For this reason, we have introduced an interface between the broadcast manager and the profile manager.
The purpose of this interface is to continually feed the profile matching processes accurate snapshots of the ca-
pabilities of the network. We are currently using bandwidth availability and receiver-count capabilities as the
broadcast snapshots. Bandwidth availability influences the size of the broadcast packets constructed by the pro-
file matching process. The receiver-count capabilities is a constraint on the number of units that can receive a
single broadcast (due to signal constraints in the broadcast channels). These network snapshots are integrated
into the semantic profile matching process to cut-off (or continue) matching when purely semantic criteria may
warrant further matching (or no more matching).

4.2 Seamless Pull Control

For the case of seamless pull control (Figure 2(b)), the architecture centers around the semantic filter and collec-
tion manager at each basestation. The approach builds from the techniques for smart push control and exploits
the semantic measures of nearness computed therein.

The semantic filter is responsible for grabbing broadcast packets off the network and annotating them with
tags of local client interests. The semantic filter annotates each information packet with that data “exactly match-
ing a client profile” and that data “in the neighborhood of a client profile.” A broadcast packet contains two pieces
of information: (1) the result set for the profile used as a basis for the broadcast; and (2) the subtree from the
profile aggregation lattice rooted at the base profile. The subtree contains enough detail for each basestation to
independently tag data sets with degrees of local relevance.

The collection manager is responsible for keeping a maximal amount of relevant information in a basesta-
tion’s local store. We store the “neighborhood relevance” measures from the semantic filter with each broad-
cast packet. Given these relevance measures, the collection manager uses a combination of the standard LRU
(Least Recently Used) garbage collection mechanism coupled with a bias towards maximal relevance to main-
tain a highly relevant and optimized basestation cache.

5 Summary

In this paper we have given an overview of the benefits and ramifications of satellite broadcast channels in large-
scale information dissemination networks. We argued that a satellite broadcast channel is best used, and is often
the best solution, in applications requiring (1) continuous and active dissemination of large amounts of infor-
mation to large numbers of clients; and/or (2) rapid deployment and connectivity to wireless or mobile entities.
We called out the issues ofsmart push controlandseamless pull controlas the principal information process-
ing components enabling effective use of the satellite channels. Both control mechanisms require incorporating
an understanding of semantic relevance between and among autonomous information sources and independent
client subscription profiles. We are currently experimenting with the solutions for smart push and seamless pull
control outlined herein. These experiments include measuring the performance and semantic relevance gained
when using satellite-enabled smart push/seamless pull control for disseminating dynamic multimedia data.
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Abstract

This paper examines the construction of distributed information systems that incorporate the ability to
push data out to clients (i.e., dissemination) in addition to having clients pull data from servers. One
key issue that distinguishes such dissemination-based information systems (DBIS) from more traditional
ones is communications asymmetry. Asymmetry arises in many new applications due to both physical
characteristics such as network bandwidths, as well as to workload characteristics. We outline a number
of different data delivery mechanisms, and then focus on one particular dissemination mechanism that
we have developed, called Broadcast Disks. Finally, we discuss issues that arise in the design of a DBIS
architecture that can provide many different modes of data delivery.

1 Introduction

Ongoing advances in communications including the proliferation of the Internet and intranets, the development
of mobile and wireless networks, and the impending availability of high bandwidth links to the home, have fu-
eled the development of a wide range of new information-centered applications. Many of these new applications
involve data dissemination, that is, the delivery of data from a set ofproducersto a (typically) larger set ofcon-
sumers. Examples of dissemination-based applications include information feeds (e.g., stock and sports tickers
or news wires), traffic information systems, electronic newsletters, and entertainment delivery.

Although dissemination-based applications share some common characteristics with other data-intensive ap-
plications such as query processing or decision support, the specific style of information flow that arises due
to dissemination imposes a special set of demands on an information system architecture. One key aspect of
dissemination-based applications is their inherent communicationsasymmetry. That is, the communication ca-
pacity or data volume in the downstream direction, (i.e., from servers-to-clients) is much greater than that in the
upstream direction (i.e., from clients-to-servers). Dissemination can be both the cause of and solution to asymme-
try in an information system. A stock ticker application is an example of the first case. It is asymmetric because
the information flow is unidirectional: from the single (or small number of) source(s) where the ticker originates,

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
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to the much larger set of clients that monitor the stock ticker. An example of the second case is a wireless network
in which fixed base stations can transmit at a bandwidth that is much higher than that at which the mobile clients
can transmit. In this latter example, data dissemination is a natural way to exploit the base stations’ advantage in
bandwidth.

In our work on the Broadcast Disk paradigm for data delivery [Zdon94, Acha95b], we have identified a num-
ber of ways that the asymmetric nature of data dissemination can impact the design of an information system.
The issues that we have studied include broadcast scheduling and client cache management [Acha95a], client
prefetching [Acha96a], and the dissemination of updates [Acha96b]. Our current work is focused on integrating
the notion of Broadcast Disks and other forms of data dissemination into a coherent framework, which we refer
to as aDissemination-Based Information System(DBIS) architecture.

In what follows, we first examine the causes of communications asymmetry and their relationship to data
dissemination. We next outline a number of different data delivery mechanisms, and then focus on Broadcast
Disks as one example of such a mechanism. Finally, we discuss our notion of a DBIS and sketch some of the
issues that arise in the design of such a system.

2 Communications Asymmetry

As stated previously, a key aspect of dissemination-based applications is that they are asymmetric in the amount
of data transmitted from servers to clients versus from clients to servers. It is interesting to note, that while much
existing communications infrastructure is symmetric (e.g., the Internet), most information intensive applications
that use that infrastructure are asymmetric. Symmetric applications, of course, do exist. Examples include tele-
conferencing, email, and multi-user games. As bandwidth and connectivity continue to improve, however, net-
works are increasingly being used to deliver sophisticated content to communities of users. Content delivery is
an asymmetric process regardless of whether it is performed over a symmetric channel such as the Internet, or
over an asymmetric one, such as a cable television (CATV) network. Thus, regardless of whether or not one
expects future networks to be symmetric or asymmetric, it is clear that many important applications of future
networks will exhibit asymmetry. Techniques and system architectures that can efficiently support asymmetric
applications will therefore be a requirement for future information systems.

Asymmetry can arise from a number of factors, both environmental and application-based. Each of these
different types of asymmetry imposes a unique set of demands on a system architecture. Below, we identify
several causes of asymmetry. In the subsequent section we examine the available options for data delivery and
discuss how each of those options addresses the problems that can arise due to the different types of asymmetry.

2.1 Network Asymmetry

Perhaps the most obvious form of asymmetry occurs when the network bandwidth differs in the downstream
(server to client) and upstream (client to server) directions. An example of an asymmetric network is the mobile
case mentioned above — mobile computers are supplied with data at a high rate while mobile clients are unable
to transmit or can do so only over a very slow cellular connection. Another important example can be found in
technologies that are being developed to provide multi-megabit per second data delivery to the home. Three in-
dustry segments are vying to be the central provider of such services: the telephone companies (through ADSL
and other technologies), the cable television companies (through the use of high-bandwidth cable modems), and
direct broadcast satellite providers, such as Hughes’ DirecPC. All three of these potential providers are plan-
ning, at least for the near term, to provide asymmetric bandwidth. For example, cable systems will allow home
computers (or televisions) to be supplied with video and other data at speeds approaching five to ten megabits
per second while the home machines will be able to transmit back to the server over channels of only tens of
kilobits per second. Furthermore, in some situations, these slow “backchannels” must be shared among several
households.
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2.2 Client to Server Ratio

A system with a small number of servers and a very large number of clients can be viewed as another example of
an asymmetric system because the server message and data processing capacity must be divided among all of the
clients. For example, it is quite common for popular World-Wide-Web (WWW) servers to become “swamped”
due to an unexpectedly large volume of requests. Such behavior is particularly likely when new features are
announced, such as the availability of a new version of a popular software package. When a server becomes
swamped, it will in the best case, simply refuse to accept additional connections. In the worst (but currently not
unlikely) case, such a server will crash.

2.3 Data Volume

A third way that asymmetry arises is due to the volume of data that is transmitted in each direction. Information
retrieval applications typically involve a small request message (e.g., containing a few query terms) and a much
larger result. For such applications, the downstream bandwidth requirements for a given client are much higher
than the upstream bandwidth requirements. For example, consider an application such as Intel’s Intercast, in
which URLs of related web pages are downloaded along with a television broadcast. If a viewer wishes to follow
up on the related information, they can click on the appropriate URL, which could result in the downloading of
significant amounts of data such as maps, related video clips, etc. In this case, the data sent upstream is quite
small (i.e., it is basically the “key and mouse clicks”) while the data sent downstream can be multiple megabytes
or more.

2.4 Updates and Information Creation

A fourth type of asymmetry arises when the data to be sent to clients is frequently updated and/or new data of
potential interest to clients is frequently created. In these situations, even though the backchannel might have a
reasonably high bandwidth, the extremely high load that would be created by having clients poll to extract the
latest updates creates an effective asymmetry. That is, it is not efficient (or in some cases, even feasible) to allow
clients to continuously poll for new information as such polling places a high load on both the network and the
server(s) as well as on the clients themselves.

2.5 Implications of Asymmetry

These different types of asymmetry all impose somewhat different demands on an information system. Network
asymmetry places severe limitations on the use of the client-to-server backchannel, either in terms of the size of
messages that can be sent, the number of messages that can be sent, or both. A high client/server ratio also im-
poses restrictions on backchannel usage, and in addition, makes it expensive for the server to send individual reply
messages to each client. Data volume asymmetry implies that a significant amount of upstream bandwidth will
go unused in a symmetric network. Finally, in the case of updates and new information, clients could spend sig-
nificant portions of their own resources (in addition to those of the backchannel and server(s)) if they are required
to poll continuously for new data. The frequency of such polling also has the potential to impact the integrity (i.e.,
currency) of data that is cached at clients.

3 Options for Data Delivery

A dissemination-based information system must incorporate a number of different styles of data delivery in order
to efficiently cope with the various types of asymmetry described in the previous section, as well as to support
symmetric applications. In addition, it is important to provide different types of data delivery so that the system
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can be optimized for various criteria. For example, even in an asymmetric network where it is infeasible to allow
all clients to use the client-to-server backchannel, it may be desirable to provide upstream bandwidth to those
users who are willing to pay a premium for it.

In this section, we identify several characteristics that can be used to compare data delivery mechanisms.
Figure 1 shows the three main characteristics we consider: (1) push vs. pull; (2) periodic vs. aperiodic; and (3)
point-to-point vs. one-to-N. The leaves of the tree in the figure show how several common mechanisms relate to
these characteristics.
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Figure 1: Data Delivery Options

3.1 Client Pull vs. Server Push

The first distinction we make among data delivery styles is that of “pull vs. push”. Current database servers and
object repositories manage data for clients that explicitly request data when they require it. When a request is
received at a server, the server locates the information of interest and returns it to the client. Thisrequest-response
style of operation ispull-based— the transfer of information from servers to clients is initiated by a client pull.
In contrast, data dissemination involves sending information to a client population, possibly in advance of any
specific request. This is referred to as apush-basedapproach since information transfer is initiated by a server
push.

The tradeoffs between push and pull revolve around the costs of initiating the transfer of data. A pull-based
approach requires the use of a backchannel for each request. Furthermore, the server must be interrupted con-
tinuously to deal with such requests and has limited flexibility in scheduling the order of data delivery. Also, the
information that clients can obtain from a server is limited to that which the clients know to ask for. Thus, new
data items or updates to existing data items may go unnoticed at clients unless they periodically poll the server.

Push-based approaches, in contrast, avoid the issues identified for client-pull, but have the problem of decid-
ing which data to send to clients in the absence of specific requests. Clearly, sending irrelevant data to clients is
a waste of resources. A more serious problem, however, is that in the absence of requests it is possible that the
servers will not deliver the specific data that are needed by clients in a timely fashion (if ever). Thus, the useful-
ness of server push is dependent on the ability of a server to accurately predict the needs of clients. A solution
to this problem to allow the clients to provide aprofile of their interests to the servers. A popular mechanism
for providing such profiles is known as apublish/subscribeprotocol (e.g., [Oki93]). Using publish/subscribe,
clients subscribe to given classes of information by providing a set of expressions that describe the data of in-
terest. These subscriptions form a profile — they are in effect, a continuous query. The information providers
publish information that is tagged in a way that allows the matching of the data with the subscriptions of the users.
When new data items are created or existing ones updated, the items are disseminated to the subscribers whose
profiles match the items. The distributed system infrastructure is responsible for delivering data to all relevant
subscribers. While publish/subscribe is useful for delivering new or modified data to clients, it can not be used
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to efficiently deliver previously existing data to clients that subsequently realize they need it. Such data is most
easily obtained through a client pull.

3.2 Aperiodic vs. Periodic

Both push and pull can be performed in either an aperiodic or periodic fashion. Periodic delivery is performed
on a regular, repeating schedule, while aperiodic has no such schedule. For example, an application that sends
out stock prices on a regular basis is an example of periodic push, whereas one that sends out stock prices only
when they change is an example of aperiodic push. Using periodic push, a set of data items is sent out repeatedly
according to a prespecified schedule. Since the pattern repeats, a client that misses a data item on one period of
the pattern, it can get it the next. In contrast, using aperiodic push, data are sent out, but not according to any
particular schedule. This type of data delivery is what would arise in a publish/subscribe system.

Periodic push is useful for cases in which clients might not be available at all times or might be unable to
react to what has been sent. Unavailability can occur in mobile settings where clients can become disconnected.
It might also occur in cases in which the client processing load is high, thus preventing the continual servicing of
the incoming data stream. On the other hand, aperiodic push assumes that clients are either always listening and
able to respond to what is being sent or that missing some information is not crucial to the application. Aperiodic
push has the advantage of making more effective use of the downstream communication channel, as the choice
of items to deliver can be adjusted more quickly to the changing needs of an application.

Aperiodic pull arises in a system that uses the traditional request/response style of data delivery. Data is pulled
from the server to clients whenever clients request it, for example, on a page fault or a cache (buffer) miss. In
contrast, periodic pull arises when a client uses polling to obtain data from servers. The client requests data on
a regular schedule. Such polling may be useful in certain applications such as remote-sensing, but as discussed
previously, can be expensive in terms of server and client processing as well as backchannel usage.

3.3 Point-to-point vs. One-to-N

The third characteristic of data delivery mechanisms we identify is whether they are based on point-to-point or
one-to-N communication. Using point-to-point communication, data is sent from a data source (e.g., a single
server) to one other machine, while one-to-N communication such as broadcast or multicast allows multiple ma-
chines to receive the data sent by a data source. The tradeoffs between these approaches depend upon the com-
monality of interest of the clients. Using broadcast or multicast, scalability can be improved by allowing multiple
clients to receive data sent using a single server message. Such benefits can be obtained, however, only if mul-
tiple clients are interested in the same items. If not, then scalability may actually be harmed, as clients may be
continually interrupted to filter data that is not of interest to them.

Two types of one-to-N data delivery can be distinguished: multicast and broadcast. With multicast, data
is sent to a specific subset of clients. Multicast is typically implemented by sending a message to a router that
maintains the list of recipients. The router reroutes the message to each member of the list. Since the list of
recipients is known, it is possible to make multicast reliable; that is, network protocols can be developed that
guarantee the eventual delivery of the message to all clients that should receive it. In contrast, broadcasting sends
information over a medium on which an unidentified and unbounded set of clients can listen. This differs from
multicast in that the clients who may receive the data are not knowna priori.

3.4 Classification of Delivery Mechanisms

It is possible to classify some existing data delivery mechanisms using the framework described above. Such a
classification is shown in Figure 1.
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� Request/Response- Traditional request/response mechanisms use aperiodic pull over a point-to-point con-
nection. If instead, a one-to-N connection is used, then clients can “snoop” on the requests made by other
clients, and obtain data that they haven’t explicitly asked for. It is interesting to note, therefore, that in the
one-to-N case, request/response looks like a pull-based approach to the client that initiates a request, but
appears to be push-based to any other clients that are snooping on the broadcast.

� Polling - In some applications, such as remote sensing or control applications, a system may periodically
send requests to other sites to obtain status information or to detect changed values. If the requested infor-
mation is returned over a point-to-point channel, then this pull-based approach is what is usually consid-
ered to be polling. If the information is returned over a one-to-N link, then as with request/response, other
clients can snoop to obtain data as it goes by.

� Publish/Subscribe- As stated previously, publish/subscribe protocols are becoming a popular way to dis-
seminate information in a network. Publish/subscribe is push-based; data flow is initiated by the data
sources (i.e., servers), and is aperiodic, as there is no predefined schedule for sending data. Publish/subscribe
protocols are typically performed in a one-to-N fashion, but a similar protocol can be used over a point-to-
point channel, as is done for triggers or notifications in an active database system.

� Broadcast Disks- The last category we examine is the combination of periodic and push. Periodic push
has been used for data dissemination in many systems such as TeleText [Amma85, Wong88] and DataCy-
cle [Herm87, Bowe92]. Clients that need to access a data item that is pushed periodically can wait until
the item appears. In this way, periodic push can be thought of as a storage device whose average latency
for an item is half the period at which that item repeats [Acha95a]. As with aperiodic push, periodic push
can also be used with both point-to-point and one-to-N channels, but one-to-N is likely to be much more
prevalent. We discus this method of data delivery in more detail in the following section.

4 Broadcast Disks

Having described the notion of data dissemination and outlined the different styles of data delivery that can
be employed in a DBIS, we now focus on one particular approach that we have developed, called Broadcast
Disks [Zdon94, Acha95b]. Using Broadcast Disks, a broadcast program containing all the data items to be dis-
seminated is determined and this program is transmitted in a periodic manner. As stated above, the repetitive
nature of the broadcast allows the medium to be used as a type of storage device; clients that need to access a
data item from the broadcast can obtain the item at any point in the broadcast schedule that the item is transmitted.
Periodic broadcast has been studied by a number of researchers (e.g., [Amma85, Herm87, Giff90, Imie94]). The
Broadcast Disk model differs from previous data broadcasting work, however, in that it integrates two main com-
ponents: 1) a novel “multi-level” structuring mechanism that allows data items to be broadcast non-uniformly,
so that bandwidth can be allocated to data items according to the importance of those items; and 2) client-side
storage management algorithms for data caching and prefetching that are tailored to the multi-disk broadcast. As
is discussed below, these client-side policies differ in significant ways from those that would be used for the other
styles of data delivery (e.g., pull-based, or aperiodic push-based).

4.1 Server-Side Broadcast Scheduling

The multi-level approach to broadcast scheduling used in Broadcast Disks allows data items to be placed on sub-
broadcasts of varying size and periodicity. An arbitrarily fine-grained memory hierarchy can be created by con-
structing a multi-level broadcast such that the highest level is relatively small and repeats relatively frequently,
while subsequent levels are progressively larger and repeat progressively less frequently. Such a broadcast pro-
gram is analogous to a traditional memory hierarchy ranging from small, fast memories (e.g., cache) to larger,
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slower memories (e.g., disks or near-line storage). By placing data items on faster levels, the access time for
higher-priority data can be reduced at the expense of increasing the latency for lower-priority items. For in-
stance, in a highway traffic information system, information on accidents or potential delays can be placed on
faster levels, while less time critical information (such as local point-of-interest listings) can be placed on slower
levels. In this way, newly arriving motorists can receive data about incidents more quickly than they could if all
information was broadcast in a uniform (i.e., flat) manner.

A

A

B1 B2

Figure 2: Multidisk with 3 distinct pages on 2 disks

Figure 2 shows a simple example broadcast of three pages arranged on two disks. The page labeled A is on
a disk that is spinning twice as fast as the two pages that are labeled B1 and B2. The pages B1 and B2 are said to
be on a slower spinning disk that is twice the size of the fast disk. The desirable characteristics for a multi-level
broadcast program have been outlined in [Acha95a]. Briefly, a good broadcast program is periodic, has fixed
(or nearly fixed) inter-arrival times for repeated occurrences of a data item, and allocates bandwidth to items
in accordance with (but not in direct proportion to) their access probabilities. Multiple levels are superimposed
on a single broadcast channel by interleaving the data items of the various levels in a manner that results in the
desired relative frequencies. For example, the multidisk shown in Figure 2 would be generated by repeatedly
broadcasting the pattern :“A, B1, A, B2, ...”. The algorithm used by the server to generate the broadcast program
requires the following inputs: the number of levels , the relative frequency of each level and assignments of data
items to the levels on which they are to be broadcast. The algorithm is described in detail in [Acha95a]. More
recently, algorithms for automatically determining these inputs have been proposed [Baru96].

4.2 Profiles, Feedback, and Client-side Storage Management

In order to decide how to structure a broadcast schedule, the server must use its best knowledge and synthesis of
the needs of the clients that require disseminated data. There are two potential pitfalls with this approach. First,
the server is likely to have inaccurate data about the needs of the clients, as these needs can change quickly and
are often hard even for the clients themselves to predict. Second, even given perfect knowledge of the access
profiles of the clients, the server mustsynthesizean “average” profile on which to base its broadcast schedule;
this average profile is unlikely to be optimal for anyindividual client. A key to solving this problem is the use
of client storage resources for caching and prefetching data items. By intelligent management of local storage, a
client can (to a large extent) isolate itself from many of the mismatches between its local priorities and the global
priorities determined at the server.

We have developed implementable caching and prefetching algorithms to address this issue and have com-
pared them to ideal policies [Acha95a, Acha96a]. The policies take into account both the local access probability
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(using heuristics such as LRU or usage frequency) and the expected latency of a data item; items that reside on
slower levels have higher average latencies. The caching policies [Acha95a] favor slow-level data items, allow-
ing clients to use their local storage resources to retain pages which are important locally, but are not sufficiently
popular across all clients to warrant placement on a faster level. Broadcast Disks presents an excellent opportu-
nity for prefetching because objects continually flow past the receivers. We have also developed clientprefetch-
ing algorithms [Acha96a]. These algorithms are more dynamic than the caching policies because they take into
consideration the time-to-arrival for items at a given instant. The prefetching policies are able to retain items in
a client’s cache during those portions of the broadcast cycle where their time-to-arrival is at its highest, which
results in a significant performance improvement.

Intelligent client cache management goes a long way towards relaxing the need for strict accuracy in user pro-
file management. The feedback from user requests and status information delivered over a backchannel, however,
can provide important information to help maintain the profile information at server. Algorithms for dynamically
maintaining profiles and adjusting the broadcast accordingly are thus, important directions in our current work.

4.3 Data Consistency

We have extended the mechanisms described above in order to incorporate data item updates and have studied
their effect on performance [Acha96b]. As in the previous work, the design considerations divide into client-side
and server-side issues. The server must decide how to modify its broadcast program in order to most effectively
communicate updates to the client. The server can use both invalidation and propagation. Timely invalidation
(i.e., notification of updates) is the minimal requirement in order to enable the preservation of data consistency.
The server can also choose to propagate the new values of updated items in order to enhance performance. The
client must perform appropriate actions to bring its cache contents back to a good state after an update. For exam-
ple, the clients can prefetch items that have been invalidated from its cache. We have implemented thisautomatic
prefetching and have integrated it with the regular (non-update) prefetching algorithms. Alternatively, a client
can choose to ignore an invalidation if it determines that retaining a stale copy of a data item is preferable to
having no copy of that item.

Two different consistency models have been studied — immediate and periodic (i.e., based on the period of
the broadcast). Our studies have shown that under both models, for low to moderate update rates it is possible to
approach the performance of the case in which no updates occur. In other words, the broadcast mechanism can
be made quite robust in the face of updates. One reason for this is that when invalidated items are automatically
prefetched by clients, the broadcast program itself can act as a propagation medium. Explicitly propagating an
item, therefore, is useful only if clients are likely to need to access that item long before it would naturally appear
in the broadcast; otherwise, the propagation wastes bandwidth.

5 Towards an Integrated DBIS

One of the key lessons of the Broadcast Disks work has been the importance considering server-side, client-side,
and network issues when developing a data dissemination technique. As described in Section 3, the periodic push
approach used by Broadcast Disks is just one potential technique for delivering data in a DBIS. Our current work
is focused on developing a more general dissemination-based information system architecture that is capable
of supporting a wide range of applications across many varied environments (e.g., mobile networks, satellites,
wide-area networks). The key to achieving this flexibility is to combine the various data delivery techniques in a
way that achieves the most efficient use of the communication channels, while providing clients with responsive
access to data.

We view an integrated DBIS as a system in which the links between the computing elements vary in char-
acter: from standard pull-based connections to periodic broadcast-based links. The choice of the data delivery
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mechanism to use between two given nodes will be made based on the properties of the available communica-
tions channels and applications as well as economic concerns. These factors may be stable or may change over
time, requiring the DBIS to adapt dynamically. A key point is that the character of a link should be of concern
only to the nodes on either end. For example, the fact that an information provider receives data from a broadcast
disk as opposed to a request/response protocol should make no difference to clients of that provider.

In an integrated DBIS, there will be three types of nodes: (1)data sources, which provide the base data that
is to be disseminated; (2)clients, which are net consumers of information; and (3)information brokers, that ac-
quire information from other sources, add value to that information (e.g., some additional computation or orga-
nizational structure) and then distribute this information to other consumers. By creating hierarchies of brokers,
information delivery can be tailored to the needs of many different users.

The goal is to provide the architectural components that can be used to construct a DBIS. A builder of an
information resource would make use of a library of these components to construct the interfaces to their service.
Example components include a broadcast generator, a set of dissemination services, a client cache manager, a
client prefetcher, a backchannel monitor, etc. In the following, we briefly outline some of the fundamental issues
in the design of an integrated DBIS:

� Bandwidth Allocation -For a given link, policies are needed for allocating bandwidth among the various
data delivery mechanisms.

� Push Scheduling -For the push-based approaches, intelligent scheduling is necessary in order to obtain
the maximal benefit from the available bandwidth. Scheduling must also take into account the likelihood
and distribution of transmission errors. Also, for periodic push, the broadcast should include index and/or
schedule information that describes the objects that are to appear in the upcoming broadcast. Such infor-
mation allows clients to minimize the amount of time and/or processing that they devote to monitoring the
broadcast and can aid in storage management decisions.

� Client Storage Management -Clients must allocate their storage resources among the data obtained through
the various delivery mechanisms. Furthermore, as stated earlier, different methods of data delivery impose
differing demands on the policies for client caching and prefetching. Furthermore, in some cases (e.g.,
mobility), storage management must also take into account the likelihood of disconnection and of data
becoming stale due to updates or expiration.

� User Profiles and Feedback -Profiles of client needs are key for making allocation, scheduling and other
policy decisions at both clients and servers. The form of the profiles will be important to achieve the most
effective use of the medium. For example, access probabilities are one specific representation of the client
needs. The server must also have effective models for combining client profiles. The integration of a
backchannelfrom clients to servers is needed to allow for updating profiles and making additional requests.

� Security Issues -Another set of important issues that must be addressed revolves around the security and
privacy concerns that arise in any distributed information system. The emphasis on one-to-N commuinca-
tion in a DBIS, however, increases the significance of such issues.

� Consistency Issues -The final issue we list here is the maintenance of data consistency, particularly in the
face of possibly intermittent connection. Two types of consistency must be considered. First, guarantees on
the timeliness of individual data items must be provided if required by the clients. Second,mutual consis-
tencyacross multiple items will be required in some instances. All types of consistency must be provided in
a flexible manner, so that tradeoffs between consistency and responsiveness can be made on a case-by-case
basis.
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6 Summary

The increasing ability to interconnect computers through internetworking, mobile and wireless networks, and
high-bandwidth content delivery to the home, has resulted in the proliferation of information delivery applica-
tions. A key attribute of many such applications is their inherent asymmetry. These applications present new
challenges for data management throughout all components of a distributed information system. We have pro-
posed the notion of a dissemination-based information system that integrates many different data delivery mech-
anisms and described some of the unique aspects of such systems. We also described the Broadcast Disks data
dissemination paradigm and showed how the choice of data delivery mechanism effects both clients and servers.
Our current work is aimed at integrating Broadcast Disks with a pull-based request/response mechanism. We
view this work as a step towards the development of a more general DBIS architecture.
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1 Introduction

Traditional mechanisms of inter-object communication have focused on a point-to-point request/reply approach
with one object communicating with one other object. In many instances however, there is the requirement for a
many-to-many form of object communication, or what is also commonly referred to as, Publish/Subscribe style
of communication.

In Publish/Subscribe communication, publishers “publish” information onto a network, labeling the infor-
mation using a hierarchically structured name. Subscribers “subscribe” to this information by using the same
name. The information referred to by that name will be then delivered to the subscriber. Since subscribers and
publishers share information only by referring to the information label and not the particular source or destination
of the information, they can remain completely anonymous. The emphasis here is the information itself and not
any given source of this information.

Another feature of publish/subscribe communication is that it emphasizes a “push-based” style of information
dissemination which is different from the standard “pull-based” form which is implemented by databases queries
and the World Wide Web for example. The former style is better suited to dynamic data (such as news bulletins,
stock market prices, etc.) whereas the pull-based communication style is better suited to static data (such as a
client’s address for example).

An example of publish/subscribe communication is the use of email groups. A publisher can send an email
to a particular group (say, news@iona.com) without being aware of who is a member of that group. By joining
the email group, subscribers can receive mail on the topic of news. Of course, in email groups, information is
sent with the email to identify the sender, but this is simply convention .

Another example of the use of this form of communication is objects sharing stock market price information.
The price of a stock may originate from more than one object (different markets for example) which is published
using a name such as //IBM/PRICE (the naming convention is that used by OrbixTalk - see below). Objects inter-
ested in this price information, such as market price displays, may receive these messages by simply subscribing
to the information using this name.

IONA has implemented a multicast messaging system known as OrbixTalk which allows a publish/subscribe
form of communication. This has been implemented using TCP/IP’s IP Multicast providing a fast, efficient and
scalable service. OrbixTalk multicast messaging is asynchronous, and allows suppliers and consumers to be to-

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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tally decoupled. OrbixTalk has been used within IONA’s Object Request Broker, Orbix to implement the Event
Services specified within the Object Management Group’s Common Object Request Broker Architecture (CORBA).

2 Information is identified by Topic Names

OrbixTalk allows objects to supply or consume messages by referring to the messages using a message “Topic
Name”. This name is hierarchical with the format based on the Uniform Resource Locator of the World Wide
Web. For example, objects may use the topic name “otrmp://STOCKPRICE/IBM” to supply and consume IBM
stock price messages. The “otrmp” portion of the topic name refers to the protocol, OrbixTalk Reliable Multicast
Protocol. Any number of objects may be suppliers (“talkers”) or consumers (“listeners”). Each part of the name
hierarchy may be “wild-carded” by using a “�”. E.g. “otrmp://STOCKPRICE/�” will match all stock prices.
Each portion of a Topic Name may be any length and their may be up-to five parts to a name (this has been
arbitrarily set at present).

By using the topic name, suppliers and consumers are decoupled from each other since they do not have
to be aware who the suppliers of information are and likewise, the suppliers are not aware of the consumers of
that information. The advantage of this is that it is the consumer that decides what information it needs not the
supplier. Thus if the functionality of the consumers change, the suppliers do not have to change with them.

3 The multicast protocol

The OrbixTalk reliable multicast protocol is based on TCP/IP’s IP Multicast extension which uses UDP. Since
UDP is inherently unreliable, OrbixTalk implements reliability using a negative acknowledgment scheme which
operates in the following manner. Messages are allocated a sequence number and the fragmented into config-
urably sized packets. The packets are then sent out on an IP multicast address (how this address is assigned is
dealt with below) and stored by the sender for possible re-transmission. The consumer receives the packets and
assembles them in the correct order. If the consumer detects a missing packet, it re-requests the packet from
the sender by sending a negative acknowledgment. The sender, on receiving a negative acknowledgment, re-
transmits the requested packets. The consumer will re-send the negative acknowledgment a certain number of
times if it does not receive the missing packets. The sender keeps up to a configurable number of messages for
re-transmission and for a certain period of time before they are deleted.

4 Topic name to IP Multicast Group Address translation

Topic names are actually mapped to IP multicast groups which are represented as class D IP addresses in the range
224.0.0.0 to 239.255.255.255. A daemon process, the OrbixTalk Directory Enquiries daemon is responsible for
taking a topic name and allocating an IP multicast group. Since IP multicast groups actually map to multicast
Ethernet addresses, a large amount of filtering of uninteresting packets is done at the hardware level and not by
the IP or application software. In reality, the process is not quite as efficient as this since interfaces have limits to
the number of multicast groups that can be supported at any one time. This means that topic names are necessarily
multiplexed on any given multicast group. To increase the efficiency of the topic name multiplexing that occurs
on a multicast group, the OrbixTalk Directory Enquiries daemon translates the topic name into unique integers
for efficient and speedy comparison.
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5 Guaranteed Delivery of OrbixTalk Messages

OrbixTalk provides a mechanism to persistently store messages sent by a supplier and thus provide guaranteed
delivery to consumers. This protocol is known as the OrbixTalk Store and Forward protocol (otsf). A process
called the OrbixTalk Message Store is responsible for receiving messages from talkers and storing them persis-
tently on disk. On receipt of a message from a talker, the messages are stored in a sequential indexed file and
then a positive acknowledgment is sent back to the sender. The talker process records the successful delivery of
the message in an individual state file.

Store
Message

Talker State Log

Message Log

Listener State Log

Talker
OrbixTalk
Directory
Enquiries

Listener

Figure 1: OrbixTalk Message Store Components

Once the message is stored in the Message Store log, the message is forwarded to all listeners using the Or-
bixTalk Reliable Multicast Protocol. The listener checks that the message is the next correct message that it was
expecting. If it is, the listener passes the message to the user application and then updates its individual state log
marking the message as successfully received. If the listener detects a gap in the message sequence (i.e. it has
lost a message or messages), it can ask for a replay of the missing message(s) from the Message Store.

On start-up, a listener will check its state log and may optionally request all messages that it missed whilst
not running. Optionally, this can be narrowed to a specific Topic Name or messages from a specific applica-
tion. Message Store processes are identified by unique Topic Names (e.g. //OrbixTalk/MessageStore/1). Talkers
and listeners are also given unique names which are used to identify the application’s message state file. Hav-
ing the application state controlled by the applications themselves rather than the Message Store process greatly
simplifies the processing of the Message Store. At present, the Message Store log is implemented as a series
of sequential files. As the file grows to a configurable size, a new log is opened. The Message Store will keep
rolling-over logs to enable old logs to be archived. By using a negative acknowledgment scheme of message
distribution from the Message Store process to the listeners, message delivery is optimized and is much faster
and more scalable than if a positive acknowledgment, point-to-point scheme had been adopted (as is common
with other store-and-forward implementations).
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6 Future Enhancements of OrbixTalk

6.1 Transactional Delivery of OrbixTalk Messages

Work is in progress to enhance OrbixTalk to support transactional guarantees of message delivery. Using the
CORBA Object Transaction Service, OrbixTalk will be able to send messages as part of a transaction using the
2-phase commit protocol. In this way, messages may be sent within a transaction which actions on databases or
other resources. If a transaction is committed, the messages are guaranteed to have been stored by the Message
Store process. Likewise, if a transaction aborts, the messages will not be stored on the log.

Within this transaction, the Message Store and the OrbixTalk library act as resource managers controlling the
updates to the talker state log and the Message Store log. On commit of the transaction, the message is committed
to the Message Store log and the update to the talker’s state log is made. In this context, acknowledgments are
unnecessary.

On the listener side, once a message is delivered, the application may start a distributed transaction. Here, on
commit, it is the information to the state log that is committed. In this way, the listener can ensure exactly once
delivery of the message to the listener application. Should the message delivery be aborted, that message is not
delivered again.

6.2 OrbixTalk Administration

Administration facilities will be enhanced to allow easy configuration of OrbixTalk applications. Users, will be
able to browse Message Stores and view the contents of messages. Messages may be held, deleted, or resent.
Reconciliation between senders and receivers of messages may be carried out.

It is planned that the administration and monitoring facilities of OrbixTalk will be implemented using the
wider administration system being implemented for Orbix with gateways into SNMP and CMIS/CMIPS.

6.3 Fault-Tolerance

The Message Store process will be capable of being run in fault-tolerant hot-standby mode. In this mode, two
Message Store processes will run with one as the primary process, and the other as the secondary process. Both
processes will receive messages from talkers and both will update separate logs. However, only the primary
process will acknowledge the receipt of the messages and will forward them onto the listeners. The secondary
will take over as primary when it detects the failure of the primary process.

To ensure that the secondary process’s logs are consistent with the primary’s, the primary will send periodic
check-point messages to the secondary to inform it of the current sequence numbers for all topics being stored.
The secondary process will be able to replay messages from the primary.

7 OrbixTalk and the CORBA Event Services

OrbixTalk has been used within Orbix to implement the CORBA Event Services. In the event services, CORBA
talks about suppliers and consumers which may communicate with each other indirectly using event channels.
Event Channels are defined in IDL (Interface Definition Language) and are thus conceptually objects themselves.
Communications via these event channels may use either the push or pull models. The push model is controlled
by the supplier and is similar to the form of communication outlined in previous sections above. In the pull model,
the consumer may request an event from the supplier. Events are supplied via an event channel and may be either
typed or untyped.

To take as an example, we will construct a simple push supplier (i.e. a talker) which will push one event onto
an event channel and a push consumer (a listener) which will consume that event from the event channel.
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7.1 Push Supplier

Referring to the code shown in Figure 2, the following steps are taken to code a simple push supplier:

1. The push supplier initializes the OrbixTalk manager.

2. It then binds to an event channel by using the CORBA event channel administration facility, identifying
the event channel by using an OrbixTalk Topic Name.

3. Having obtained the event channel, a reference to the supplier administration object is obtained and used
to obtain a reference to the proxy push consumer interface of the event channel (to the push supplier, the
event channel acts as a proxy for the push consumer). The push supplier then connects to the proxy push
consumer.

4. An untyped variable (CORBA::any) is then constructed and it is then pushed onto the event channel.

5. The OrbixTalk events are then processed to allow the communication to take place.

main(int argc, char �� argv) f

OrbixTalk ptr aOrbixTalkManager;

CosEventChannelAdmin::EventChannel var aEventChannel;
CosEventChannelAdmin::ConsumerAdmin var aConsumerAdmin;
CosEventChannelAdmin::SupplierAdmin var aSupplierAdmin;
CosEventChannelAdmin::ProxyPushConsumer var aProxyPushConsumer;

10

== [1] initialise OrbixTalk

aOrbixTalkManager = OrbixTalk::initialise();

== [2] bind to the event channel

aEventChannel = CosEventChannelAdmin::EventChannel:: bind("otrmp//IBM/PRICE");

== [3] Get a reference to the event channel supplier administration channel
== and register as a push supplier 20

aSupplierAdmin = aEventChannel�>for suppliers();
aProxyPushConsumer = aSupplierAdmin�>obtain push consumer();
aProxyPushConsumer�>connect push supplier(0);

CORBA::any aAnyVariable;

== [4] construct an any variable (this is an untyped event)

aAnyVariable <<= 32.5; 30

aProxyPushConsumer�>push(aAnyVariable);

== [5] process events for a short time, then exit

CORBA::Orbix.processEvents(5000);

g

Figure 2: Push Supplier Code
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7.2 Push Consumer

Referring to the code shown in Figure 3, the following steps are taken to code a simple push consumer:

1. A class is constructed which inherits from the Basic Object Adapter implementation of the PushConsumer
class.

2. The PushConsumer class receives the push event and then prints out the event.

3. The push consumer initializes the OrbixTalk manager.

4. It then binds to an event channel by using the CORBA event channel administration facility, identifying
the event channel by using an OrbixTalk Topic Name (note that this is the same name used by the push
supplier above).

5. Having obtained the event channel, a reference to the consumer administration object is obtained and used
to obtain a reference to the proxy push supplier interface of the event channel (to the push consumer, the
event channel acts as a proxy for the push supplier). The push consumer then connects to the proxy push
supplier.

6. The OrbixTalk events are then processed to allow the communication to take place.

Although the CORBA Event Services does not specify a communications protocol that should be used in
implementing the Event Services, other vendors have used the Internet Inter-ORB Protocol (IIOP). To ensure
interoperability between Orbix and other ORBs, an IIOP/OrbixTalk gateway will be provided.

This gateway will also be used to implement the Orbix Event Services in JAVA (although a direct port of
OrbixTalk to JAVA is another possibility).

8 Uses of OrbixTalk

It is envisioned that there will be a multitude of application uses for both the reliable and guaranteed delivery
modes of OrbixTalk.

8.1 Making the World Wide Web Dynamic

One example would be enhancement of the World Wide Web (WWW). By using Topic Names to identify message
streams, an information space made up of messages may be constructed in much the same way that the World
Wide Web is an information space made up of documents. The WWW is implemented using a “pull” model
which is static in its configuration. OrbixTalk would allow browsers to have links which access information dy-
namically, irrespective of location using a “push” model of information dissemination.

For example, a page could be opened which allows news headlines to be sent as they occur. To do this today,
the user has to typically “refresh” the page - i.e. re-request it. This would be achieved by subscribing to the topics
that you wished to see e.g. //NEWS/SPORT/BASEBALL/SCORES.This would start by fetching the latest scores
and then the page would update dynamically each time a new score came in.

The addition of a communication system such as OrbixTalk to browsers together with a language such as Java
and Java ORBs increases the sophistication of this environment for building industrial strength applications.
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== [1] Set up a push consumer class which will receive the push and disconnect

class PushConsumerClass : public CosEventComm::PushConsumerBOAImpl
f
public:
void push(const CORBA::any & aAnyVariable, CORBA::Environment & aEnvironment);
void disconnect push consumer(CORBA::Environment & aEnvironment);

g;

10

== [2] Print out the received push event

void PushConsumerClass:: push(const CORBA::any & aAnyVariable,
CORBA::Environment & aEnvironment)
f

char � aPrice;

aAnyVariable >>= aPrice;

cout << "Received a price: " << aPrice << endl; 20

g

void PushConsumerClass:: disconnect push consumer(CORBA::Environment &
aEnvironment)
f
cout << "Got a disconnect " << endl;

g
main(int argc, char �� argv) f

30

OrbixTalk ptr aOrbixTalkManager;

CosEventChannelAdmin::EventChannel var aEventChannel;
CosEventChannelAdmin::ConsumerAdmin var aConsumerAdmin;
CosEventChannelAdmin::ProxyPushSupplier var aProxyPushSupplier;

CosEventComm::PushConsumer var aPushConsumer = new PushConsumerClass;

== [3] initialise OrbixTalk
40

aOrbixTalkManager = OrbixTalk::initialise();

== [4] bind to the event channel

aEventChannel = CosEventChannelAdmin::EventChannel:: bind("otrmp//IBM/PRICE");

== [5] Get a reference to the event channel consumer administration channel
== and register as a push consumer

aConsumerAdmin = aEventChannel�>for consumers(); 50

aProxyPushSupplier = aConsumerAdmin�>obtain push supplier();
aProxyPushSupplier�>connect push consumer(aPushConsumer);

== [6] wait for 60 seconds for an event

CORBA::Orbix.processEvents(60000);

g

Figure 3: Push Consumer Code
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8.2 Financial Systems

Market data distribution has always been a prime example of broadcast-based information dissemination systems.
A price arriving on a trading floor may be disseminated to a number of dealer positions, updating their screens
in real-time. OrbixTalk, by its use of IP Multicast, makes the network communication more efficient.

For example, the price of IBM’s stock as quoted on the New York stock exchange may be referenced using
a Topic Name of “otrmp//STOCK/IBM/NY”. The application receiving information about the IBM price from
the NY stock exchange would publish this information using this topic name. Applications wishing to access
information concerning IBM’s stock price, would subscribe to this information using the same topic name.

Another application may be receiving information about the IBM stock price as it is traded on the Frankfurt
stock exchange. It could publish this information using the Topic Name of “otrmp//STOCK/IBM/FRANKFURT”.
An application wishing to receive information concerning IBM’s stock price on all exchanges is able to wild-
card the final part of the name, i.e. “otrmp//STOCK/IBM/�”. This subscriber would then receive information on
IBM’s NY price and its Frankfurt price.

Again in the financial dealing room setting, other financial objects can be treated in the same way, such as
trades, orders, position information, etc.

8.3 System Administration

Use of OrbixTalk allows application information to be disseminated as events using a push model. Application
attributes may be pushed out for systems administration monitoring applications to collect and display. Gateways
are being constructed to convert OrbixTalk messages into SNMP and CMIS/CMIP format.

OrbixTalk is ideal also for “dynamic discovery” of objects located on a network by using well-known Topic
Names to allow objects to be interrogated as to their location, name and in fact, any other attribute of interest.

8.4 Implementation of a Plug’n’Play System Architectures

OrbixTalk allows objects to communicate anonymously with loose coupling. This means that an object may
contribute information without regard for which objects are going to receive the information. Likewise, an object
may listen to messages without regard to their source (or sources). In this way, objects are totally decoupled.
It is the consumer that decides what information it needs rather than the supplier determining this for it. New
consumers may be added or removed without changing the objects that supply information.

For example, an order entry system may accept an order for an automobile spare part. Once the order is
accepted, this information may be of use to a number of systems such as accounting (there is now an order out-
standing and invoices must be sent), warehouse (the part needs to be found) and management information (the
management need to see how the sale of each of the parts is doing). In a traditional architecture, the order en-
try system would have to know about all of the other systems requiring the information about the order (i.e. it
would be tightly coupled to the other systems) and would typically send this order to those systems using a re-
quest/reply mechanism. Using OrbixTalk, the order entry system just publishes the order without concern for
which systems require that information. The warehouse, accounting and management information systems just
subscribe to receive the order information.

Now add an extra system to the architecture, say a just-in-time ordering system which, on receipt of an order,
sends a request for a part from the central warehouse. By using OrbixTalk, this system can be added without
changing the order entry system, or any other component, it simply subscribes to the order information to receive
it. This is where the true power of OrbixTalk and its publish/subscribe style of communication lies.

Further Reading
[1] OrbixTalk White Paper: http://www.iona.com/Orbix/Talk/WhitePaper/OrbixTalk.html

[2] Reliable Multicast Protocols: http://research.ivv.nasa.gov/projects/RMP/links.html

36



Genesis: An Approach to Data Dissemination in Advanced
Traveler Information Systems �

Shashi Shekhar and Andrew Fetterer
Department of Computer Science, University of Minnesota

Minneapolis, MN 55455
shekhar@cs.umn.edu fetterer@cs.umn.edu

Duen-Ren Liu
Institute of Information Management, National Chiao Tung University

Hsinchu, Taiwan 300, R.O.C.
dliu@iim.nctu.edu.tw

Abstract

Genesis and ATIS are being developed under the umbrella of the Intelligent Transportation Systems to fa-
cilitate various kinds of travel, including daily commuting to work via private/public transportation and
visiting new places and points of attraction. Travelers are naturally mobile, and the most effective way to
disseminate information to travelers is with wireless communication, which is being explored by the Gen-
esis project in Minnesota. The travelers can use personal communication devices including pagers and
portable computers (e.g. Apple Newton) to avail themselves of the ATIS services provided by Genesis.
This extended abstract presents an overview of the goals and preliminary design of Genesis, and illus-
trates the data-dissemination needs of ATIS. This paper describes the application domain, rather than
evaluating candidate solutions.

1 Introduction

Advanced Traveler Information Systems (ATIS) is one facet of Intelligent Transportation Systems (ITS) [2, 3] ,
which are currently being developed to improve the safety and efficiency of automobile travel. ATIS assist travel-
ers with planning, perception, analysis and decision-making to improve the convenience, safety and efficiency of
travel [4, 5, 6, 7, 8] . ATIS applications create a shared resource for efficient data integration and dissemination.
As shown in Figure 1, ATIS obtain information from different sources, including traffic reports, scheduled traffic
events, sensors, and maps. Periodic sensor data might lead to high update rates. The clients of the database in-
clude travelers on the road, mobile persons with hand-held or portable PCDs (personal communication devices),
and users who access information via computers at home, the office, shopping mall or information center. A large

�This paper is a shortened version of the paper which appeared in the NSF MOBIDATA Workshop [1] on Mobile and Wireless Infor-
mation Systems, Nov. 1994.

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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number of travelers will query databases over the wireless communication channel to seek traffic information and
driving advisories. Data dissemination is the core of ATIS.
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Figure 1: Data Sources and Data Dissemination using an ATIS database

1.1 ATIS Services

ATIS provides up-to-the minute information on weather and road conditions, detours, construction zones, bus
schedules and parking. Travel information is available before and during your trip. ATIS performs a variety of
functions, including navigation using digital maps; route selection and guidance; information on services such as
gas stations, restaurants, and hospitals; and real-time traffic information through communication between trav-
elers and the Advanced Traffic Management System (ATMS). These functions are categorized into six services
and depending on system architecture, each service may be configured to be run on either the mobile clients or
on the remote server.

TheTraveler Information Service includes the business directory and travel information databases which
are integrated with the road-map database to provide information about tourist attractions, hotels, restaurants,
and other useful information. Each user will have a personal profile maintaining default travel-time preferences,
alarm parameters and advisory-recognition preferences. Travel-time preferences include desired trip start or stop
time and travel duration. Advisory parameters include travel duration, expected bus delay, real-time, and planned
event advisories. User-specific information such as preferred routes and trip origin/destination are also main-
tained.

Pre-trip Travel Information Service provides information that is useful before the trip begins, such as road
and weather conditions. The trip-planning service is also provided by allowing the user to set trip routes using
roadway or MTC (Metropolitan Transit Commission) bus routes, to plan the trip schedule, and to receive esti-
mated travel duration and known advisories for the planned trip. A planned-event advisory provides the traveler
with a list of scheduled events which may interfere with normal travel routines. Events reported by the fixed-end
server include construction, lane closures, maintenance and special events. Pre-trip planning also includes fixed
bus information such as the bus schedule, fare and bus-route information. Delays for specific bus routes are also
disseminated.

TheRoute-Guidance Servicerecommends the most favorable routes from a starting location to any chosen
destination. The “favorable” route may represent the shortest distance, minimum travel time, etc. This service
guides the user from a location to the destination. A trip-planning function allows the user to maintain trips using
primary and alternate routes to destinations, to receive estimated travel durations and known advisories for the
planned trip, etc. Trip scheduling allows the user to select a planned trip as the active trip, receive current and
estimated travel duration and known advisories for the active trip, etc. Trip status allows the user to receive
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travel duration, real-time, planned-event, and bus-exception advisories. Figure 2 shows the Trip Management
function [9] in Genesis. Route optimization determines ”favorable” routes from the vehicle’s current position
to a chosen destination. The route guidance service also supports route evaluation capabilities, which evaluate a
set of alternate routes between origin and destination, based on the current travel-time, congestion, restrictions
and other attributes of the transportation network. The in-vehicle processor is able to receive traffic information
on incidents, including travel times on affected routes, from the Traffic Management Center (TMC). The system
determines if the traveler’s selected route is affected, calculates a new route if necessary, and informs the traveler
that a revised route is available.

TheEn-route Traveler Advisory Serviceprovides information available en-route such as construction zones,
traffic congestion, traffic incidents, weather conditions and detours. Incidents are received and displayed using
real-time location-specific incident information from the fixed-end server. Incident information includes poten-
tial hazards or delays due to unusual occurrences such as traffic accidents or excessive congestion. Incident re-
ports include travel-duration advisories and real-time advisories. A travel-duration advisory is the dissemination
of the difference between the current travel duration of a link and the historical average travel duration of the link
for the current time period. A real-time advisory is the dissemination of current abnormal conditions for specific
links.

TheEmergency Notification and Personal Security Serviceuses pagers, cellular phones or callboxes for
“mayday” purposes. When initiated by the traveler, or initiated automatically in case of accident, this feature will
help summon emergency assistance and provide the vehicle location.

TheInformation Retrieval and Display Service retrieves information from the TMC and displays that in-
formation on the user interface. Communications functions support the data transmissions between the fixed-
end database server and PCDs. Several approaches to wireless communication are being explored; including
Infrared and RF-beacon technologies, FM sideband technology, Mobile satellite services, Cellular phone tech-
nology and Radio-Frequency (RF) data communication networks [8, 10] . The user interface communicates
with the user (traveler), accepting requests for service and delivering driving directions and other information.
Direction screens present simple, highly stylized graphics that can be taken in at a glance. The system can be aug-
mented with a digitized or synthesized voice for traffic information and route guidance. Alternatively, head-up
displays provide more flexible and useful guidance.
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Figure 2: Trip management function in Genesis
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1.2 Scope and Outline

This paper attempts to describe an important application which may showcase data dissemination issues in ATIS.
We focus on describing the application rather than evaluating the technology.

Section 2 describes the Genesis system. Section 3 presents data management in Genesis. Query processing
issues in Genesis are discussed in section 4. Finally, section 5 summarizes our discussions.

2 The Genesis System

In this section, we describe the components of the Genesis system. Genesis [11] is an ATIS operational test
project developed in Minnesota. It is a partnership between the University of Minnesota, the Minnesota De-
partment of Transportation, and private sector companies. The goal of Genesis is to test the effectiveness of an
advanced portable traveler information service to provide comprehensive real-time travel data. Traveler informa-
tion, including trip planning, bus transit, traffic and parking, etc., will be provided via a family of fully portable
personal communications devices(PCDs). Initially, three types of devices are being evaluated: an alphanumeric
pager, a notebook computer, and a personal digital assistant. PCDs are being evaluated in a multi-phase opera-
tional test throughout the Minneapolis - St. Paul metropolitan area. The first phase is a pilot project, providing
reports on incidents only. Later phases will examine the provision of additional information via PCDs.

P

U

T

S

N

I

Information
Transit

Information

(TMC)

(MTC)

Traffic

Fixed-End

ATIS

Server

Communication

Service

Wireless

Provider

Mobile

       PCDs

Figure 3: Genesis Operational View

The Genesis system includes data collection stations such as the Traffic Management Center and Metropoli-
tan Transportation Commission, along with the fixed-end ATIS database server storing historic travel times, bus
schedules and fares, and other static information; the wireless communication service provider and mobile PCDs
(Personal Communication Devices). Figure 3 shows an operational view of Genesis [9] .

The TMC is the communications control and computer center for managing traffic on Twin Cities Metropoli-
tan Area Freeways. The TMC is equipped with both video and radio monitoring and broadcasting equipment,
in addition to traffic management workstations. The TMC uses networks of sensors, communication channels,
and information sources to acquire traffic data. The MTC collects data about current bus locations (public trans-
portation) and schedule exceptions.

The fixed-end ATIS server is the functional data processing element. Real-time data is collected, converted,
processed and stored by the fixed-end server. Data is disseminated to the mobile clients via a communication
service. Data dissemination occurs at the request of mobile clients or is sent by the fixed-end server as a result
of a pre-determined data transaction.

The communication service provider has the responsibility of disseminating data from the fixed-end server
to mobile clients (PCDs) and of transmitting requests from the clients to the server. PCDs will, through a tightly
coupled interface, communicate with the Genesis fixed-end server via the communication service provider. PCDs
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are divided into three categories: a alphanumeric pager, an application specific hand-held PDA (Personal Digital
Assistant), and an off-the shelf PDA.

3 Data Management in Genesis

In this section, we describe the data and queries in the Genesis system. Some of the data and queries are not
included in the current stage of Genesis design, but are common in ATIS systems.

3.1 Data

ATIS information data includes driving and public-transportation data that is available to the traveler or com-
muter. Those data are categorized into the following.
Digital Road Maps are represented as a collection of road segments. Each road segment has a beginning node
and an ending node. Since road maps are embedded in a geographical space, each node has x, y coordinates.
There are about 120,000 road intersections and 300,000 road segments in the Twin Cities metropolitan area. Data
set sizes are 20 Mbytes for the metropolitan area. The road-map of interest to Genesis includes all of the roads
in the seven counties around the Twin-Cities area.
Transit Information includes Schedules, Route Maps, Fares, Bus Stop Schedules, Real-Time Status, Messages,
Park-and-Ride Parking, Downtown HOV parking, Ridesharing, Elderly and Handicapped accommodations, and
Transit Itinerary Planning. The dynamic data (parking, rideshare, bus delay, etc) is sent from the central server
at about 30 Kbytes per minute for the metropolitan area.
Traffic and Roadway Information includes Incidents, Construction and Detours, Highway Segment Informa-
tion, Highway Trip Information, Highway Itinerary Planning, etc. Data for for simple sensor data and incident
information is sent from the central server at about 10 Kbytes per minute.
TheBusiness Directorycontains information about hotels, restaurants, and services, etc. Data set sizes are 50
Mbytes for administrative units of the metropolitan area.

3.2 Queries and Triggers

User queries include requests for traveler service information, pre-trip travel information, route guidance, en-
route traveler advisories and emergency notification. Typical ATIS queries are shown in Table 2.

In Genesis, events such as traffic accidents, traffic congestion and road hazards need to be constantly moni-
tored. Since events do not occur predictably, it is more appropriate to model them as triggers such that the system
can warn travelers once the system detects an incident. Typical triggers are shown in Table 3. Such Genesis func-
tions as real-time advisory and trip status can be modeled as triggers.

A real-time advisory is the dissemination of current abnormal conditions for specific road segments or for a
route which is usually the primary route selected by the traveler. The type of conditions reported are: traffic in-
cidents, traffic congestion, weather conditions and road hazards. For example, the traveler would like the system
to inform him/her if there is any traffic congestion on his/her usual route home.

4 Performance Issues in Genesis

Several different strategies for supporting query processing, advisories, and communications are being consid-
ered. We list some of the strategies in this section, without any particular preference or evaluation.
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Travel Time
Find the travel time on I-35W between Hwy. 62 and Diamond Lake Road.

Construction Query
Which roads are under construction in the downtown area?

Shortest Path
Find the shortest travel-time path from the EE/CSci building to the Mall of America?
Display the locations of all county parks within the Twin Cities area, along with the minimum

travel time routes from the EE/CSci building to them.
Route Evaluation

Evaluate the travel time from Home to the EE/CSci building by preferred major route I-494.
Evaluate the travel time for my three preferred routes from Home to the EE/CSci building.

Emergency Service Request
I have a flat tire, dispatch a tow-truck to I-394 and Ridgedale Drive

Table 2: ATIS Queries

Congestion
Whenever any traffic congestion occurs on the primary route, inform me.

Alternative Routing
If the travel duration of an alternate route is less than primary travel duration by a differential

threshold, then suggest an alternate route as the new primary.

Table 3: ATIS Triggers

4.1 Spatial Network Management

A spatial network is a special kind of graph with nodes located in a two-dimensional or three-dimensional Eu-
clidean space. The spatial network database is often used to manage rapidly changing information (e.g. traffic
flow on road-networks, load on utility network edges) to support interactive decision-support systems for time-
critical decision-making. The database should be able to carry out network operations within a reasonable re-
sponse time, preferably by minimizing response time. For example, emergency road service providers can bene-
fit from the efficient computation of routes based on an accurate map, using current information about the state of
traffic on the highway network. To be efficient, a spatial network database system needs to (1) support efficient
data storage and access [12]; (2) provide algorithms for point-to-point route computation on very large graphs
(107 nodes) [13, 14, 15]; (3) model spatial networks as continuous entities [16]; and (4) parallelize spatial queries
to improve performance [17].

4.2 Strategies to Handle Triggers

As described in section 3.2, triggers are used to model events that need to be constantly monitored. We discuss
alternative strategies to handle triggers below.

� Triggers are placed at the server site. Once the server monitors any trigger, it either transmits warning or
advisory messages to the specific traveler or broadcasts the warning/advisory messages.

� Triggers are cached in the client (PCD) site. The server broadcasts incident data and the client caches
broadcast data. The client checks the triggers for any effect on the primary route and provides warnings or
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advisories if the trigger is activated.

� A hybrid of the above two methods is to put common and important triggers (e.g. severe weather conditions
or earthquakes) in the server site, and to put traveler-specific triggers (e.g. If traffic congestion occurs on
the primary route, then suggest alternate routes) in the client site.

4.3 Data Dissemination

In considering the periodic broadcasting of dynamic traffic information,the broadcast period (T) needs to be care-
fully chosen. A longer T lowers the communication load but provides less accurate (up-to-time) traffic infor-
mation to the client. In addition, since ATIS often covers very wide geographic areas and since many vehicles
participate, the data volume to be broadcast will be very large. We discuss the following possible approaches to
reduce data volume and thus reduce the communication load.
Decompose Geographically :Travelers in the northern area might not need traffic information in the southern
area. Therefore, server coverage could be geographically decomposed into different zones or cells, such that each
zone has a particular server site to serve travelers in that zone. The, only traffic information in that particular zone
needs to be broadcast. This scheme needs to handle the situation where travelers enter different zones or travel
across nearby zones.
Checkpointing : Traffic changes are broadcasted at checkpoints. Traffic information is examined at checkpoints
to determine traffic changes, i.e., when traffic difference exceeds thresholds. Increasing thresholds will reduce
communication load, but at the same time decrease the accuracy of traffic information. Checkpointing operates
every t times (t� T).

5 Summary

ATIS requires large amounts of data to be continuously collected, stored and disseminated. Throughput require-
ments and the capacity of the wireless communications channel will dictate many of the other parameters. Due to
the massive number of travelers and the large geographic area to be covered, an ATIS will require high throughput
demands on the wireless communications system. Channel-capacity requirements for real-time traffic informa-
tion should be investigated. Efficient wireless communication architectures and technologies need to be explored
to support full-scale ATIS features.

Genesis project functionality has been subsumed by the Guidestar program at the Minnesota Department of
Transportation. Data dissemination is handled by Guidestar’s Trilogy project [18, 3].

Communication overhead, caching strategies, data currency, scalability, computer cost and service charge,
etc., need to be carefully evaluated in designing ATIS. In addition, efficient routing algorithms [15, 12, 14] should
be investigated for minimum travel time or other selectable criteria that take into account current traffic conditions
and traffic network travel times.

ATIS is a very promising application requiring wireless data dissemination. Since it is limited by current tech-
nology, the current stage of Genesis will only test some ATIS features. As technology advances , the functions
and capabilities of Genesis will improve to accommodate advances in technology and changing user require-
ments. In the future, a wide variety of personal and business related ATIS services will be fully provided based
on the success of mobile database technology.
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Abstract

An information dissemination server accepts long-term queries that represent user interests, collects
new documents from underlying sources, matches the documents against the queries, and continuously
updates the users with relevant information. In this paper we describe the SIFT (Stanford Information
Filtering Tool) dissemination server, which was implemented at Stanford and is now operated commer-
cially by InReference. SIFT disseminates USENET Netnews as well as other articles. As of April 1996,
the server had more than 18,400 users world-wide, processing over 80,000 articles against some 40,100
standing queries daily. While the server was implemented and evaluated, we investigated techniques for
efficient dissemination, including query processing, removal of duplicate information, and distributed in-
formation dissemination. In this paper we describe the problems addressed and some of the solutions we
developed.

1 Introduction

Information dissemination (a.k.a. selective dissemination of information [Sal68], information filtering [LT92],
routing) is a powerful information finding mechanism in wide-area environments. In an information dissemi-
nation system, a user submits a long-termprofile consisting of a number of queries to represent his information
needs. The system then continuously collects new documents from underlying information sources, filters them
against the user profile, removes information deemed redundant to the user, and finally delivers relevant infor-
mation to him.

A very simple kind of information dissemination service has long been available on the Internet: mailing lists
(see e.g., [Kro92]). Hundreds of mailing lists exist, covering a wide variety of topics. The user subscribes to lists
of interest to him and receives messages on the topic via email. He may also send messages to the lists to reach
other subscribers. A problem with mailing lists is that they provide a crude granularity of interest matching. A
user whose information need does not exactly match certain lists will either receive too many irrelevant or too
few relevant messages. The USENET News (or Netnews) system (see, e.g., [Kro92]), an electronic bulletin board
system on the Internet, is similar in nature to mailing lists. While Netnews is extremely successful with millions
of users and megabytes of daily traffic, it is not very effective as a dissemination system. Like mailing lists, the
coarse classification of topics into newsgroups means that a user subscribing to certain newsgroups may not find
all articles interesting, and also he will miss relevant articles posted in newsgroups that he does not subscribe to.

Copyright 1996 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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The SIFT (Stanford Information Filtering Tool) system implemented at Stanford (and as of June 1996 in com-
mercial operation by InReference), offers a more powerful dissemination service that lets users define their in-
terests at a much lower granularity level. The system distributes USENET Netnews and articles from various
mailing lists, and accepts profiles using two standard information retrieval query languages. For example, a user
may submit the profile “gateway AND Oracle” (assuming Boolean queries are used), and any article received
by the server that contains these words will be forwarded to the user. The user will receive related articles from
expected sources (e.g., the database interest group in netnews), and will also receive articles that may have been
missed with limited systems, perhaps an article in a hospital newsgroup where a gateway to an Oracle patient
database is being evaluated. It is interesting to note that traditional person to person email can also be (roughly)
covered within a general dissemination model: A user John Doe wishing to receive mail addressed to him simply
submits a profile requesting all articles with the words “John” and “Doe” in the “To” field. A sender simply writes
the names of the recipients in the “To” field. This of course assumes that the profile language understands fields
in articles, and that an access control mechanism would prevent articles from being delivered to inappropriate
persons.

Before SIFT, a number of powerful dissemination services had been suggested and tested. The main focus
of those efforts was on the filteringeffectiveness, with the goal of providing fine-grained interest-matching us-
ing information retrieval (IR) [Har93, Har94, Har95, WF91], rule-based [Mal87], artificial intelligence [She94,
Ste93, BS95], or relational techniques [GNOT92].

On the other hand, the main goal of SIFT was theefficientdissemination of large volumes of information
across many profiles. Indeed, SIFT was one of the first dissemination services to be used by large numbers of
people on the Internet, and performance quickly became the central issue in the running system. Some basic SIFT
history illustrates this point. The system has been accessible to the public since February 1994, when we an-
nounced it in two Netnews newsgroups. Fueled by word-of-mouth publicity, traditional magazines and newslet-
ters, as well as electronic channels such as mailing lists, the number of SIFT users has been increasing ever since,
and as of April 1996, we had over 18,400 users world-wide, and more than 40,100 long-term queries. The rates
of growth are approximately 680 users per month and 1,500 queries per month. At the same time, the genera-
tion rate of Netnews articles has also been increasing. Initially the system processed an average of some 30,000
articles a day, and as of April 1996, the number is over 80,000 articles a day. To handle the dissemination of an
ever-increasing volume of information to an ever-growing user population, it is apparent that efficient techniques
are necessary.

This paper presents an overview of issues arising in the design and implementation of a large-scale infor-
mation dissemination system such as SIFT. We assume a reference architecture of an information dissemination
system depicted in Figure 1. The system consists of one or more intermediateinformation dissemination servers.
Such servers, well-known to both providers and users, accept queries from the users, collect documents from
sources, match documents against user queries, and relay relevant information to users.

2 Indexing Queries

The first issue we address is what query processing techniques a server can use. This is critical because each
server has to handle a large number of long-term queries and a very high rate of document generation. Assume
that the server supports the boolean retrieval model [Sal89] for interest matching. Further assume that it has three
queries,Q1 = a ^ b, Q2 = a ^ c andQ3 = f . (The notationQ1 = a ^ b means that queryQ1 is subscribing to
documents that contain both wordsa andb.) Say a new documentD with wordsa; b; e has arrived. One “brute
force” way to processD is to build a hash table forD that lets us quickly tell if it has a given word. We can then
run through the queries and check them. For example, we check thatD hasa andb and so we sendD to the
person that postedQ1.

The above scheme is simple, but not very efficient. For each new document, we have to evaluateall queries
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against it. To improve, we may pre-process the long-term queries; a novel idea is to build aninverted index
[Sal89] on queries. Conventionally, inverted indexes are built on data, or documents. Here we reverse the roles
of documents and queries. An inverted index on queries associates every word with a list of queries that contain
it. Returning to our example, if we build an index onQ1, Q2, andQ3, then the worda will have a list containing
queriesQ1 andQ2, the list ofb will have queryQ1, that ofc will have queryQ2, and that off will haveQ3.
When we receive a document, we check it against the index of queries. In IR, to process a query against a doc-
ument index, we perform set operations on the lists of the queried words, and the result of the operations is the
answer to the query. For example, the^ (AND) operator is processed by intersecting the lists; the_ (OR) opera-
tor is processed by merging the lists [Sal89]. In processing inverted lists of queries, we cannot use set operations
directly. In our example, the intersection of the lists for the words inD (i.e.,a, b, ande) gives us nothing (the list
of e is empty). And if we merge the lists, we get bothQ1 andQ2, butQ2 does not matchD. However, all is not
lost. The result of the union of the lists contains queries that potentially match the document: each shares at least
one word with the document. The merged list is a superset of the desired answer, and so we can screen out the
superfluous queries by checking them against the document, using the hash table as described above. With this
strategy we avoid checking all queries, i.e., queries that do not containa; b, or e (Q3 in our example) will not be
considered.

In [YGM94c, YGM94b], we explore the idea of indexing queries. We address questions such as: Are there
better alternatives to the basic solution outlined above? How much more efficient are these indexing techniques
than the brute force approach? How do we extend the idea to deal with IR techniques like stemming, truncation,
and thesaurus, and to other retrieval models? The results in these papers indicate that there are several powerful
indexing schemes beyond the ones described here, and that they can potentially reduce the amount of processing
by orders of magnitude. Selected query indexing techniques have been implemented in the SIFT system.

47



3 Duplicate Removal

From our experience of operating SIFT, we realize that a very important task of an information dissemination
system, besides content-matching, isduplicate removal; i.e., ensuring that no redundant information is delivered
to the users. Due to a variety of reasons described below, duplicates are very common in digital documents. The
existence of such redundant information impairs the usefulness of the system. If a document is delivered to a user,
its exact/close copies will certainly reach the user over and over again. It is imperative that duplicate documents
are detected and not delivered.

The foremost reason for the rise of duplicate documents is that digital documents can be reproduced with
extreme ease and at almost no cost. For example, in Netnews, a user may cross-post a news article in many
newsgroups. He may report it a few days later, again to multiple newsgroups. Further, there is no loss in the
quality of the copies, and thus they can be replicated again. For example, a user who has made a copy of the
article may report it in yet some other newsgroups or channels (e.g., mailing lists). In an experiment carried out
to investigate the degree of duplication in the Netnews articles sent out by SIFT (detailed in [YGM95a]), we
found that on average some 18% of articles received by a user overlap 80% or more in content (e.g., number of
sentences) with some articles seen previously. We believe this is a major drawback diminishing the value of the
system. Indeed, SIFT users have complained about this problem.

By a duplicate, we mean not just an exact copy as described above, but in general a document closely simi-
lar in content to some other document and not giving users any extra information. For example, in a traditional
library catalog system, duplicate bibliographical records referring to the same technical reports are very com-
mon [HR79, WM79, Goy87, BH91, Rid92, ORO93]. The reasons leading to the existence of such duplicate
records are mainly human input errors or inconsistencies, such as different practices in record creation, transla-
tion differences, and typographical errors. In forthcoming digital libraries, documents are not limited to short,
structured bibliographical records, but rather full-text documents existing in different media types, with complex
inter-document relationships among them. This rich content gives rise to more sources of duplication. One ma-
jor source is the different media formats in which a document may exist. For instance, a technical report may be
written in LATEX, and converted into DVI and postscript. It may also be converted into plain text or HTML. The
hardcopy may be scanned in as images and then converted to text via optical character recognition (OCR). All
these may be made available on-line. Another source of duplication is versioning. A document may undergo a
number of versions in its life-span. For example, a technical report may have a short and a full version. A user,
after reading the short version, may find the full version a duplicate.

To provide duplicate removal, we realize that individual users may have different requirements for duplicate
elimination. A user, depending on what documents he has read previously, may consider a document a duplicate
while another user does not. He may also want to specify how close a document must be to a seen one for it to
be a duplicate. For example, a user may find an article not very interesting and want to remove any duplicate
more than 70% similar in content. On the other hand, if a user receives an interesting document, he may want
to remove only identical copies. Thus, the removal of duplicates operates on a per user, per document basis –
each document read by a user generates a request for duplicate removal. As we can imagine, the number of such
requests is tremendous in a large-scale system; maintaining and processing them undoubtedly requires efficient
techniques. In [YGM95a] we discuss these issues in more depth and we present various schemes for efficiently
removing duplicates in a dissemination system.

4 Distributed Information Dissemination

To really cope with the scale of information dissemination in a wide-area environment, we need a distributed
system consisting of multiple servers, as in Figure 1. A key question then is how to replicate and distribute queries
and documents among the servers to achieve high performance and availability. To illustrate, suppose a document
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is sent to every server, and a query is posted at only one server. The number of queries at each server is low, but
the document arrival rate is high. Further, the availability of the service is low, since if a server goes down, the
users it serves miss documents. The opposite way is to replicate a query at all servers, and send a document to
any one of them. This way, availability is high – if a server goes down, documents can be rerouted to any other
server. However, the number of queries is high at each server, and the cost of updating a query is high also.

There are intermediate solutions in between these two. If we denote the set of servers that a queryx is posted
at byPx, and the set of servers that a documenty is sent to byDy, then to ensure that a query does not miss a
document, we must guarantee thatPx intersectsDy for everyx andy. This parallels the idea ofquorum con-
sensusin replicated data management. In [YGM94a], we formalize the correspondence and, given the options
for replication and distribution, we study the tradeoff between communication costs, document delivery times,
reliability, and other parameters. To validate these results, a distributed version of SIFT has been implemented.

Once a document is matched to a set of queries at a server, there is the additional problem of sending the
document to the users that posted the queries. In general, there could be a very large number of users that need
to receive the document. Without efficient document distribution mechanisms, much wide-area network (WAN)
traffic would be generated. (The problem is related to message broadcast, e.g., [DGH+87].) To illustrate, say we
have a collection of users at an institution that have posted queries. A straightforward strategy for a server is to
send matching documents directly to users. The disadvantage of this approach is that if a given document happens
to be of interest to many users at the institution, many copies will be sent over the WAN. An improvement may be
to have alocal distribution siteat the institution. Now, if a server discovers that there is a document that matches
any query from that institution, only one copy needs to be sent to the distribution site, which then distributes the
document to the relevant user(s) locally. This takes advantage of not only the geographical locality of the users,
but also theinterest locality: users from the same institution often share common interests, and consequently it
is often that a document matches a number of users at the same time. In [YGM94a], we look at this mechanism
in detail and evaluate its benefits.

5 An Overview of SIFT

Besides serving as a testbed for our experimentation, SIFT is also a publicly accessible information dissemination
system. Let us briefly illustrate how SIFT works with an example (refer to Figure 2). Suppose a user is interested
in underwater archaeology. He sends an email subscribe request to a SIFT server specifying the query “underwa-
ter archaeology,” and optionally parameters that control, for example, how often he wants to be updated or how
long his subscription is for. He may alternatively access the SIFT server via the web, using a web browser fill
out a form with the subscription information. (Before he subscribes, he may test run his query against an index
of a sample document collection.) His subscription is stored in the subscription database. As the SIFT server
receives new documents, the filtering engine will process them against the stored subscriptions, and notifications
will be sent out by email based on the user-specified parameters. A more recent version of SIFT prepares for the
user a personal web page filled with pre-matched hits for his profile. This way, the user does not receive the hits
by email; instead he visits his personal web page to read the matching articles.

Using SIFT, we have set up a server for selectively disseminating Netnews articles. The user accesses the Net-
news SIFT server via email or the web. In February 1994, we publicized the Netnews server in two newsgroups;
within ten days of the announcement, we received well over a thousand queries. The number of users and queries
kept increasing ever after, and as mentioned earlier, reached 18,400 users and 40,100 queries by April 1996. Since
it became increasingly expensive for an academic department to maintain such a large-scale system, in April 1996
we licensed SIFT to InReference Inc., which operates the service Reference.COM at http://www.reference.com.
Since June 1996 InReference operates a modified and improved SIFT system, and the number of subscribers
continues to grow. A detailed description and performance study of the original SIFT system can be found in
[YGM95b].
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6 Conclusions

Large-scale information dissemination is becoming increasingly important. In addition to existing services avail-
able from commercial information providers such as Dialog and traditional libraries, new services and systems are
emerging on the Internet, including Reference.COM, InfoSeek Personal Newswire, and Mercury NewsHound.
Many sources of information are covered, such as news wires, USENET News, and mailing lists. Foreseeably,
with the rapid growth in the popularity of the Internet as a source of information, these systems will become more
and more popular, and the volumes of traffic will be higher and higher. We believe the efficient information dis-
semination techniques like the ones we have studied here will be very applicable to these systems.
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Scope
For 23 years, VLDB has served the database community as its major truly
international conference all over the world. From an arena where just research results
are presented, VLDB has evolved to a forum where researchers and practitioners
exchange ideas and experiences, without sacrificing quality ensured by rigorous
refereeing. The VLDB '97 conference will continue and strengthen this trend.
To further the goal of stimulating new research directions, we solicit papers and panel
proposals on speculative and futuristic topics. We also encourage papers on novel and
challenging applications of database technology in designing and building complex
information systems.

Topics of Interest
The topics of interest include but are not limited to:

Temporal and Spatial Databases Optimization and Performance
Parallel and Distributed Databases Persistent Object Systems
Multimedia Databases Database Languages
Storage Management View Management and Data Warehousing
Active Databases Knowledge Base Management Systems
Text Databases Engineering and Scientific Databases
Heterogeneous and Federated Databases Graphical Query Languages and Tools
DBMS Architectures Concurrency Control and Recovery
Data Consistency, Integrity and Security Database Mining
Data Models and Database Design Database Evolution and Migration
Mobile Databases Internet Information Servers
Interaction Between DB and IR Systems User Interfaces
Database Benchmarks Logic and Databases
Implementation Reports/Case Studies Transactional Workflow

Paper Submission
Six copies of original papers not exceeding 5000 words (double spaced pages) should
be submitted to the appropriate program co-chair depending on the geographic region
in which the authors of a paper reside. The submissions must be received by the
"drop-dead" deadline of 21 February 1997; there will be no grace period. In addition
to the paper hardcopy, submit a 250 words abstract with title, authors, and track
(research or industrial/commercial) one week before the official deadline via email
to the appropriate co-chair.
Industry/Commercial Track
We encourage submission of papers describing work of significant interest to
industry, particularly in applications and areas providing interesting directions for the
development of DBMSs. We seek to provide a forum to discuss experiences in
applying DBMSs to real-life situations. Papers intended for this track will receive
special consideration by the Program Committee. They should be clearly marked as
industrial/commercial papers and submitted to the regular PC chairs corresponding to
the author's geographic region. In the evaluation of the papers submitted to this track,
the committee will consider novelty, technical quality and the value of reported
results to developers and users of information systems. Questions concerning possible
submissions to this track should be directed to the Track Chair.
Panels and Tutorials
Panel and tutorial proposals should be submitted to the respective chairs. Panels
should address exciting new and controversial issues rather than being short paper
sessions. Tutorial proposals should clearly identify the intended audience which
should be broader than a small research community.
Important Dates

Paper, Panel, Tutorial, Industry/Applications
submission: 21 February 1997 (firm deadline)
Notification of acceptance: 9 May 1997
Conference: 25-29 August 1997
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