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Abstract. Offering real services with a specific Quality of Service (QoS)
guarantee over heterogeneous networks is very challenging. To make it
feasible a complete and robust real performance assessment of these
scenarios is of paramount importance. This paper deals with a perfor-
mance evaluation and measurement of a number of heterogeneous end-
to-end (e2e) paths taking into account a wide range of statistics. An ac-
tive measurement approach of UDP QoS parameters has been adopted
for the studying of (i) proprieties we called concise statistics (mean,
standard deviation, inter quantile range, minimum, maximum, and me-
dian) and (ii) detailed statistics (Probability Density Function, Auto
Correlation Function, Entropy, and log-log Complementary Cumulative
Distribution Function). Used tools and traces are publicly available at
www.grid.unina.it/Traffic/.
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1 Introduction

The perceived quality of Internet applications is primarily determined by para-
meters like packet loss, delay, jitter, throughput, and available bandwidth. For
this purpose, several reference documents containing constraints regarding these
parameters have been defined [1], [2], [3], and research have focused on the effects
of these parameters on real time traffic (i.e. telephony)[4]. Understanding the sta-
tistics of QoS parameters is important (i) for the appropriate design of network
algorithms (routing, flow control, streaming, ...), (ii) for the evaluation of net-
work capability to support new value-added services (i.e. telephony, games), (iii)
for the study of network performance, (iv) for developing algorithms to detect
anomalies (attacks, misconfigurations, ...) and, finally, (v) for the definition of
Service Level Agreements (SLAs). In literature there are a lot of works focused
on the analysis of QoS parameters and more specifically on the delay (both One
Way Delay (OWD) and Round Trip Time (RTT)) over backbone networks [5],
[6], [7], [8], [9]. It is our opinion that with rapidly expanding core and backbone
networks, performance parameters such as delay, jitter, bandwidth, and loss get
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increasingly dominated by access networks. Thus the focus changes from ob-
serving performance in the network core to the communicating hosts and their
access networks. To the best of our knowledge, as for the performance study,
in literature a number of interesting works are present. Unfortunately, they are
characterized by the use of a classical approach devoted to determine just the
first order statistics of the considered QoS parameters. To fulfill this gap, in
this work we present some results regarding both the “concise statistics” (mean,
standard deviation, inter quantile range, minimum, maximum, and median) and
“detailed statistics” (Probability Density Function, Auto Correlation Function,
Entropy, and log-log Complementary Cumulative Distribution Function) of the
considered QoS parameters. More precisely we present such combined statistical
analysis of delay, jitter, and throughput. The rest of the paper is organized as
follows. In Section 2 motivations, related works, and the reference framework
which our work is based on, are presented. The experimental setup where our
work has been carried out is presented in Section 3. Section 4 shows the re-
sults of the QoS parameter analysis over some selected e2e paths. In Section 5
a short discussion on obtained results is presented. Finally, Section 6 provides
some concluding remarks and issues for future research.

2 Motivation and Related Works

In [5] the authors measure the e2e delay of fixed paths demonstrating that about
84% present typical histograms having a Gamma-like shape with heavy tail. The
authors of [7] present an analysis of the delay distributions of the SPRINT IP
backbone. They find that the main contributing factor in network delay is the
speed of light and the jitter is extremely low. In [9] and in [8] the authors mea-
sure and analyze the single-hop packet delay through operational routers in a
backbone IP network. They find that it is long tailed and fits a Weibull distri-
bution with the scale parameter, a = 0.5, and the shape parameter, b = 0.58
to 0.6 (or b=0.6 to 0.82). Authors of [10] present results related to packet delay
and loss for IP data traversing the University of Auckland Internet access path.
The paper contains a complete analysis but there is no indication of statistical
proprieties of the considered variables. In [11] the authors present a jitter analy-
sis obtained with the RIPE NCC Test Traffic Measurement setup among several
measurement point located all over the world. In [12] the authors present evi-
dence that the packet round trip delays exhibit Long Range Dependence (LRD)
showing that the complementary probability distribution of packet round trip
delays decays more slowly than exponential rate. In [13] the authors study the
delay characteristics of ADSL service in Korea. They measure traffic delays path
by path across the whole network, to locate the bottleneck of the delay. Also,
they study the relationship between delay and packet size, and between delay
and network utilization. [14] presents an analysis of the Self-similarity of Internet
Packet Delay. Over some selected fixed paths they find evidence that the degree
of self-similarity for a round-trip path in the Internet may be correlated with the
packet loss observed on that path. This result has been achieved using tools like
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Table 1. Abstraction of the Experimental Test-bed and Considered Paths

e2e path Protocol OSs Devices

GPRS-to-

Ethernet

UDP Windows XP-

to-Linux

Laptop-to-

Workstation

UMTS-to-

Ethernet

UDP Windows XP-

to-Linux

Laptop-to-

Workstation

ADSL-to-

Ethernet

UDP Linux-to-Linux PC-to-

Workstation

Ethernet-

to-GPRS

UDP Linux-to-

Windows XP

Workstation-to-

Laptop

Ethernet-

to-ADSL

UDP Linux-to-Linux Workstation-to-

Desktop PC

Ethernet-

to-WLAN

UDP Linux-to-

Windows XP

Workstation-to-

Laptop

variance-time plot, R/S analysis, periodogram analysis, and Whittle’s estimator.
As shown, there exist several qualified tools and methodologies for characterizing
network behavior from e2e measurements. As for the statistical approach, the
works present in literature are focused on QoS parameters analysis over back-
bone networks and they perform a statistical analysis just in terms of CDFs and
PDFs (sometimes along with the percentiles analysis). Other times they take
into account the analysis of the Long Range Dependence (LRD). To the best of
our knowledge, our approach extends the results present in literature in that we
consider a more general framework in terms of both statistical approach and het-
erogeneous network scenarios (i.e. composed of a large mix of variables regarding
the considered end-user device, operating systems, access networks technologies
(Ethernet, ADSL, WLAN 802.11b, GPRS, and UMTS)). More precisely, (i) we
present a complete evaluation, from the application point of view, of heteroge-
neous e2e paths in terms of a wide range of QoS parameters (throughput, delay,
jitter); (ii) we focus our attention on a novel vision of the e2e path (a path in-
cluding the communicating peers and their operating systems); therefore we take
into account several factors like Operating Systems, End-Users’ Device, Network
Technologies and relationships among them; (iii) we present a more complete
statistical approach, including the study of the probability distributions, the tail
analysis, the entropy measure, and the LRD analysis. This permits to highlight
some behavior hidden applying just a concise statistical approach. (iv) we made
publicly available the used tools and data traces at [23].

3 Test-beds, Tools, and Measurement Approach

3.1 Test-bed and Data Traces

We performed our experiments over the real test-bed described in [15]. It is
composed of a number of heterogeneous wireless/wired networks which simpli-
fied abstraction is depicted in Table 1. Over such test-bed several configurations
have been taken into account, indeed, the experiments have been performed by
varying a number of configuration parameters like operating system, end user
device, access network, transport protocol, and traffic condition. By combining
all these variables we obtained about 350 different network conditions. The mea-
surement stage has been performed in the time period between December 2003
and November 2004, in the day hours between 9:00 am and 6:00 pm. In that
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Table 2. Throughput[Kbps]

e2e Path Min Max Avg StDev IQR Med

GPRS-to-

Ethernet

0 40.96 18.44 6.913 0 20.48

UMTS-to-

Ethernet

0 327.6 52.31 47.92 20.48 61.44

ADSL-to-

Ethernet

122.8 245.8 204.6 6.924 0 204.8

Ethernet-to-

GPRS

0 61.44 39.56 16.60 0 40.96

Ethernet-to-

ADSL

20.48 348.2 204.5 15.01 0 204.8

Ethernet-to-

WLAN

184.3 225.3 204.7 3.934 0 204.8

Table 3. Jitter [s]

e2e Path Min Max Avg StDev IQR Med

GPRS-to-

Ethernet

0.048 5.048 0.179 0.531 0.003 0.090

UMTS-to-

Ethernet

0 1.768 0.054 0.171 0.02 0.03

ADSL-to-

Ethernet

0 0.089 7·10−4 0.002 3·10−4 7·10−4

Ethernet-to-

GPRS

0 0.518 0.055 0.076 0.066 0.047

Ethernet-to-

ADSL

0 0.034 6·10−3 0.001 4·10−4 3·10−4

Ethernet-to-

WLAN

0 0.023 7·10−4 0.001 7·10−4 5·10−4

time, over 34GB of traffic traces have been collected. Such traces have been pre-
viously inspected and sanitized in order to detect and remove samples affected
by errors. Also, we would like to underline that the used GPRS and UMTS
connections have been provided by two of the principal Italian Telecom Oper-
ators. Such connections are the same provided to all their customers, for this
reason, the reported performance are exactly the same a user would experience.
To highlight the features of the proposed statistical approach, as an example,
we consider six e2e paths. The characteristics of the analyzed scenarios are pre-
sented in Table 1. TCP results have also been obtained, but in this work we
focus on the UDP ones. It is worth noting that ICMP has not been used in our
experiments because (i) it is handled by the routers differently from UDP/TCP
and (ii) we are interested in the behavior of QoS parameters of application traffic
(based on TCP and UDP).

3.2 Measurement Approach

As for the active measurement procedure we used our tool called Distributed
Internet Traffic Generator (D-ITG) [23]. By combining different pairs of PS
(Packet Size) and IDT (Inter Departure Time) D-ITG generates a multitude
of traffic patterns. In this way we generate controlled synthetic traffic that is
- at the same time - realistic. Also, in order to draw a reference curve for the
parameter statistics, in this paper we consider only a UDP Constant Bitrate
(CBR) traffic profile generated with constant PS and constant IDT. We would
like to underline that our experiments have been carried out by using three
traffic conditions namely Low, Medium, and High Traffic [24]. For each of them a
number of PS have been used. Due to the nominal bandwidth of some of the used
wireless connections (i.e. GPRS and UMTS), we consider here, only Low Traffic

condition using IDT equal to 1/100s and PS equal to 256Bytes (thanks to this
choice we have a maximum theoretical bit rate equal to 204.8Kbps). To point out
the e2e communication differences, we show the behavior of throughput, jitter,
and Round Trip Time measured over UDP connections. We do not present the
packet loss because, in this traffic condition, in the scenarios including WLAN
and ADSL, it was always equal to 0. The jitter samples have been calculated by
using the definition given in [25]. Finally, it is worth noting that presented results
have been averaged on several tests in order to minimize the effect of random
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Table 4. RTT [s]

Path Min Max Avg StDev IQR Med

GPRS-to-

Ethernet

6.309 17.11 10.95 3.92 6.311 12.69

UMTS-to-

Ethernet

1.535 4.182 2.551 0.573 0.543 2.494

ADSL-to-

Ethernet

0.042 0.638 0.277 0.130 0.070 0.260

Ethernet-to-

GPRS

0.801 14.31 10.15 3.017 3.040 11.26

Ethernet-to-

ADSL

0.044 0.200 0.095 0.014 0.019 0.100

Ethernet-to-

WLAN

3·10−4 0.135 0.084 0.02 0.002 0.090

Table 5. Jitter and RTT Entropy [bit]

E2E

path

GPRS-

to-

Eth

UMTS-

to-Eth

ADSL-

to-Eth

Eth-

to-

GPRS

Eth-

to-

ADSL

Eth-

to-

WLAN

Jitter 3.978 3.258 0.465 6.079 0.628 0.910

RTT 4.399 6.406 2.976 8.504 2.562 1.571

error on measures. In the following the mean values across 20 test repetitions
are reported.

3.3 Statistical Methodology

By integrating established and well-known tools, found in different works, we
have set up a methodology and provided a statistical analysis of the collected
samples. Along with the evaluation of mean, standard deviation, inter quantile
range, maximum, minimum values we adopted tools as distribution estimation,
study of the tails, auto-correlation function, and entropy measure. In Section
4 the motivations to select each of these tools are present. Statistical software
tools as well as the data traces used in this paper are freely available at [23].

4 Analysis of QoS parameters

4.1 Concise Statistical Analysis

Tables 2, 3, and 4 present the results of the concise statistical analysis. More
precisely, for each considered path, they contain the minimum, the maximum, the
average, and the median values of throughput, jitter and round trip time. Also,
they contain the standard deviation and the inter quantile range (IQR) of the
same parameters. The used IQR is defined as the difference between the 75th and
25th percentiles. Average and standard deviation are more useful when analyzed
along with minimum and maximum values. Moreover the IQR and median are
better estimators for skewed distributions (e.g. Figure 2(c)), than respectively
the standard deviation and the average value, because they are less influenced by
extreme samples. As for the throughput, Table 2 shows that, as expected, in the
configurations including GPRS and UMTS connections, the minimum, average,
and median values of throughput are lower than the corresponding values of the
other configurations. Also, the standard deviation looks very similar for very
different configurations. Despite this, such result can be related to very different
situations and misleading if not observed together with the average values (see
GPRS/ADSL-to-Ethernet). It is also interesting to note that in the UMTS-to-
Ethernet configuration we achieved a standard deviation very close to the mean
value. This implies that the average is not representative of the sample values.
Indeed, the samples achieved very different values from each other. Moreover,
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in this case, we observe a mean value quite different from the median. As for
the jitter, Table 3 shows that, also for this parameter, the GPRS/UMTS based
configurations achieved the worst performance (higher jitter values). Indeed,
they present higher maximum, average, median, and standard deviation values.
In Section 5 a possible explanation of such behavior is present. The RTT values
presented in Table 4 confirm such behavior. Indeed, all the values are higher for
the samples collected by using GPRS and UMTS connections. It is worth noting
that in the case of Ethernet-to-GPRS and GPRS-to-Ethernet the average values
and the median values are quite different. This is not true in the case of other
paths. This behavior is amplified in the case of throughput.
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(f) Ethernet-to-WLAN

Fig. 1. PDF of UDP throughput

4.2 Detailed Statistical Analysis

In this Section, applying the methodology presented in Section 3.3, we show
our results on Probability Density Functions (PDFs) of QoS parameters as well
as some results regarding the Auto Correlation Function (ACF), the Entropy
measure, and the tail analysis. We used the Entropy to concisely quantify the
randomness of the considered parameters, and the ACF to study the temporal
relationships among the samples. Finally, due to the fact that the distribution’s
behavior in its upper tail can be crucially important we provide also the tail
analysis. The throughput samples have been collected evaluating the average
throughput on fixed size time intervals (100ms) while for RTT and jitter, each
packet represents one sample. Also, to plot the PDFs of all the considered pa-
rameters, we used the bin width suggested by the Scott Rule [21].

Probability Density Functions: Throughput In Figure 1 the PDFs of
the throughput samples are depicted. Figure 1 shows that (i) in the GPRS-
to-Ethernet case (Fig 1(a)) the main part (87%) of the samples achieved the
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median value (20.48Kbps) while more than 10% was 0Kbps; (ii) in the UMTS-
to-Ethernet scenario the samples are spread over the interval [0, 350]Kbps; (iii)
in the ADSL-to-Ethernet case the median value (204.8Kbps) has been obtained
by more than 90% of the samples; (iv) in the Ethernet-to-GPRS case (Fig 1(d))
the samples are multi-modally distributed over 4 values (0, 20.48, 40.96, and
61.44Kbps); (v) in the Ethernet-to-ADSL scenario even if more than 90% of the
samples attained the median value (204.8Kbps), the remaining ones range from
20.48 to 348.2Kbps; (vi) in the Ethernet-to-WLAN case the samples are even
more concentrated around their median value (204.8Kbps).

Jitter In Figure 2 the PDFs of the jitter samples are depicted. As shown,
the distributions look similar in the shape, indeed, they present the sample ma-
jority close to 0 even if a not negligible upper tail is noticed. However, the sam-
ple values of the configurations including GPRS/UMTS differ of about 1 order
of magnitude from the other configurations. Indeed, in the GPRS-to-Ethernet,
Ethernet-to-GPRS, and UMTS-to-Ethernet cases the samples are mainly distrib-
uted (95% of samples) over the interval [0, 0.15]s. Instead, in the other cases, the
95% of the samples present values less than 0.015s. It is interesting to note that
the uplink of GPRS and ADSL connections present quite different sample values
from the downlink. Such result is due to the asymmetry of these connections. It
can be used in a classification framework.
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(e) Ethernet-to-ADSL

0 0.005 0.01 0.015 0.02 0.025
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

[s]

[P
ro

b
a

b
ili

ty
]

(f) Ethernet-to-WLAN

Fig. 2. PDF of UDP Jitter

Delay (RTT) In Figure 3 the PDFs of the RTT samples are sketched. In
contrast with the jitter here the distributions are very different from each other.
Indeed, the GPRS-to-Ethernet samples are multi-modally distributed around 4
values (6.5, 10, 12.5, and 17s). In the UMTS-to-Ethernet case the distribution is
bimodal with the modes not strictly separated. In the ADSL-to-Ethernet config-
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uration the samples are spread all over the [0.05, 0.7]s interval with a concentra-
tion (the 50% of the samples) around their median value (0.26s). Ethernet-to-
GPRS samples are close to their median value (11.26s) and a heavy lower tail is
present. The Ethernet-to-ADSL configuration presents samples that are mainly
distributed over the interval [0.04, 0.2s], and, in the mainly populated interval
([0.06, 0.12]s), spikes are present at multiple of 0.01s. Finally, the Ethernet-to-
WLAN samples are bimodally distributed around 0.02s and 0.09s.
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Fig. 3. PDF of UDP RTT

Other statistics: ACF To understand the sample statistical dependence, in
Figure 4 the ACF of the UDP RTT samples as a function of sample distance
(called lag) is sketched. As the traces are related to synthetic CBR traffic the
more the ACF values approach 0 the more uncorrelation among packet arrival
times has been introduced by the e2e path. As we can see the ACF (1) values
is higher than 0.9 for all the considered configurations. Also, the configurations
that include GPRS and UMTS connections present more uncorrelation among
samples. Indeed, for such configurations the autocorrelation plot decays more
rapidly than in the other cases. Such behavior proves that the GPRS and UMTS
connections introduce uncorrelated randomness in packet arrival process. In the
case of GPRS and UMTS at sender side, the ACF shows an oscillating behavior.
This is due some periodicities in the RTT sequences. Our preliminary analysis
shows that such behavior is related to the packet loss trend [22].

Entropy In order to better understand the variability of collected samples
we have also evaluated the entropy of the traces. For the sake of comparing
entropy values of different configurations, when estimating such parameter, we
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Fig. 4. ACF of UDP RTT

used the same bin size for all the configurations instead of the Scott rule one.
Indeed, the Scott rule provides a bin size that varies with the samples number
and values. Therefore for the RTT we used a bin width equal to 0.01s while
for the jitter equal to 0.001s. Table 5 presents entropy values calculated for the
jitter and RTT samples. Such Table shows that the entropy values obtained on
the GPRS-to-Ethernet, Ethernet-to-GPRS, and UMTS-to-Ethernet paths are
always higher than that achieved on the other configurations. Furthermore, the
reported values prove that the randomness introduced by GPRS and UMTS con-
nections influences both the delay and its variations (jitter). It is also interesting
to note that when the GPRS is used at sender side both RTT and jitter entropy
values are much higher with respect to the other direction of the communication.

Tail analysis In order to analyze the tail behavior we sketch the plot of the
complementary CDF (CCDF) in logarithmic scales. In Figure 5 the CCDF of
the jitter samples is depicted. In such Figure it has also been reported a line that
allows us to evaluate the slope of the upper tail. With such plot it becomes clear
that the jitter presents a heavy tail behavior for all the analyzed configuration.
In Figure 6 the CCDF of RTT samples is sketched using logarithmic scales. In
contrast to the previous parameter, in the RTT distribution there is no evidence
of a heavy tail behavior. Indeed, for all the considered configurations the sample
distributions decay to zero with an over-exponential rate.

5 Discussion

For GPRS and ADSL based configurations we have observed a relevant differ-
ence on the collected statistics depending on the communication direction. In
particular, the PDFs, ACFs, and entropy values of RTT samples collected inject-
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Fig. 5. Log Log CCDF of UDP jitter

ing traffic in the uplink direction, are different from the ones related to the other
direction. This behavior is partially hidden applying just a concise statistical ap-
proach. Also, a similar consideration can be done for the jitter and throughput
samples. As a general consideration, we can state that there is a clear impact of
the connection bandwidth on all the presented parameters. As an example, if we
look at the RTT and jitter entropy of GPRS based configurations, we observe
much higher values when the GPRS is present at receiver side. This behavior
can be probably justified considering that, in this case, the packets are queued
in some segment of the e2e path close to the receiver side. This is suitable with
the low capacity of the GPRS access network. In the opposite case, with the
GPRS at sender side, just the allowed packets traverse the e2e path and the
randomness is lower than the previous one.

Presented results have shown evidence that the jitter presents a heavy tailed
behavior, indeed, its CCDF decays with a rate lower than the exponential one.
By the observation of the ACFs, we have noticed that RTT shows, in most cases,
a LRD behavior. While, just for GPRS/UMTS based connections, the ACF also
presents some periodicities.

As for the comparison between wireline and wireless connections, we have
observed that RTT samples collected on GPRS and UMTS based configurations
present the lowest values of correlation and the highest entropy values. A higher
entropy value has been observed in both RTT and jitter samples. This behavior
is probably due to the fact that to transmit IP packets on a cellular network,
a number of architecture elements have to be traversed before to reach the In-
ternet. Each of these elements has its own protocol stack and gateway to the
Internet. Furthermore, cellular networks have been designed to mainly transport
voice traffic at 64Kbps. Therefore, at higher bit rate, they introduce considerable
latency in IP packet transmission. Also, they contribute to increase delay vari-
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Fig. 6. Log Log CCDF of UDP RTT

ation (jitter) values as already been remarked in Section 4.1. Further analysis
aiming to fully understand the driving phenomena at the base of the measured
results are the subject of our ongoing work.

6 Conclusions

In this paper we presented some results of our empirical performance study of a
number of e2e heterogeneous paths. Tools and traces used in this work are freely
and publicly available at [23].

A number of tests conducted on our real test-bed yielded important pro-
prieties of throughput, delay, and jitter in terms of both concise (minimum,
maximum, average, median, standard deviation, and IQR values) and detailed
(PDF, ACF, entropy, and tail analysis) statistics. Thanks to this combined ap-
proach, several behaviors - hidden applying just a concise statistics - have been
analyzed. Among them we can summarize the following: (i) we have analyzed
the impact of network path bandwidth on RTT and jitter and the difference
between such parameters distributions for uplink and downlink traffic; (ii) the
jitter presents evidences of heavy tail; (iii) the ACF analysis of the RTT reveals
LRD in all cases except the GPRS/UMTS path where we found a periodic be-
havior; (iv) we found the highest values of entropy (of both jitter and RTT) in
the case of path containing GPRS and UMTS connections. Preliminary results
have shown that the considered parameters, collected at the edge of the network,
present a behavior different from the ones collected on the backbone (according
to the results presented in the cited works).

Currently, we are using statistics presented in this work in a e2e path classi-
fication framework.
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