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ABSTRACT
In this paper, we propose a novel method for animating CG characters that while walking or running pay heed to
obstacles. Here, our primary contribution is to formulate a generic visuomotor coordination model for obstacle
recognition with whole body movements. In addition, our model easily generates gaze shifts, which expresses
the individuality of characters. Based on experimental evidence, we also incorporate the coordination of eye
movements in response to obstacle recognition behavior via simple parameters related to the target position and
individuality of the characters’s gaze shifts. Our overall model can generate plausible visuomotor coordinated
movements in various scenes by manipulating parameters of our proposed functions.

Keywords
visuomotor coordination, obstacle recognition, general versatility

1 INTRODUCTION
Obstacle recognition is an important aspect of
computer-generated (CG) animation, for example,
perceiving a puddle of water on the ground while
walking or running. In general, this appears to be
a simple problem involving characters responses to
static or moving obstacles. Such movements are
well-researched in the character animation field,
however, coordinating eye movements in response to
obstacles remains an unaddressed problem. Further,
although eye movements have been researched in sev-
eral areas, such as computer graphics and physiology
[Arg76a, Arg65a, Bec89a, Col00a, Den07a, Mat03a],
analyzing or generating realistic eye movement is a
challenging task. In this paper, we propose a visuo-
motor coordination model for obstacle recognition that
simultaneously measures and analyzes eye and whole
body movements. As shown in Figure 1, our model can
efficiently generate realistic cognitive movements by
designating the obstacle position. Further, our model
is artist-friendly in terms of representing characteristic
gaze shifts, for example, consistently maintaining a
gaze with a human continually looking downward.

Human Walk.

Understanding and modeling human walk is well-
researched in several areas, including physiology and
robotics. Humans often walk to search for something
or to reach their destinations. Similarly, in CG scenes,
numerous characters walk for the same purposes.
Therefore, modeling actual human walking is crucial
to synthesize realistic CG character walking. Partic-
ularly, obstacle recognition modeling while walking
is significant because CG characters usually observe
some object while walking.

To understand how humans recognize obstacles while
walking, collecting and studying human data is nec-
essary. Therefore, we observed humans recognizing
obstacles while walking and, simultaneously measured
the arm, foot, body, and head movements via a motion
capture system. In addition, we measured eye move-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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(a) Walking carefully (b) Walking less carefully (c) Climbing Stairs (d) Running

Figure 1: The character recognizes an obstacle while walking or running; synthesized character animations in
various scenes were achieved by manipulating parameters of our model, which can also express the individuality
of the character; note that movements for obstacle recognition mainly depends on the obstacle’s position.

ments via a head mounted eye tracker. This experimen-
tal environment is presented in Figure 2.

To measure how the body and eyes respond to an ob-
stacle, the obstacle should be noticeable and its posi-
tion must be easily estimated from a human subject’s
perspective. We placed a black 70cm-squared cloth on
the floor as an easily recognizable obstacle. In our ex-
periment, a subject approached the obstacle and passed
across it. Next, the subject walked away from the obsta-
cle. The subject observed the obstacle while approach-
ing, on the other hand, did not pay heed to it while pass-
ing across it or walking away from it. In particular, we
observed that subjects naturally walked away from the
obstacle.

Actual measurement results of the arm and foot move-
ments are presented in Figure 3; results indicated that
the arm and foot move in a fixed cycle while walk-
ing. The arm moves forward and backward, whereas,
the foot moves upward and downward. These results
are observed in ordinary scenes and are often taken
for granted in physiology and robotics. CG artists are
aware of these movements and easily synthesize such
arm and foot movements into their CG scenes.

As illustrated in Figure 4, the head movement shares a
strong relationship with the foot movement. Figure 4
indicates that the head moves in the same cycle as the
foot movement cycle. Generally, head movements are
divided into two types; translation and rotation. In our
experiment, the head translates upward and downward
with foot movement. Simultaneously, the head rotates
upward and downward to recognize the obstacle on the
ground or look ahead carefully.

As illustrated in Figure 5, eye movements also share
a strong relationship with foot movements. Figure 5
indicates that the eye moves approximately in the same
cycle as the foot. However, unlike head movements, eye
movements have a subtle time lag to the foot movement.
In general, the eye rotates upward and downward much
like the head rotation.

Contributions.

In this paper, we propose a novel visuomotor coordina-
tion model for CG characters to recognize an obstacle
while walking or running. Our model is based on
experimental evidence of actual human behavior. This
model has two key features:visuomotor coordination
based on simultaneous measurements using a mo-
tion capture system as well as a head mounted eye
tracker andgeneral versatilityfor use in various CG
scenes to represent the characteristic behaviors of
CG characters. Principally, characteristic behaviors
are the eye and body movements of CG characters,
including the individuality of such characters; e.g., a
character might always look downward while walking
or not pay heed to an obstacle while walking. To the
best of our knowledge, simultaneous measurements
of eye and body movements are rarely conducted in
the computer graphics field [Yeo12a]. Further, the
visuomotor coordination models proposed before have
less versatility, i.e., they can be used only in limited
CG scenes with object interception such as ball catch
[Yeo12a]. Our model is much easier to manipulate for
rigging artists because we model obstacle recognition
behavior via a function with a set of simple parameters.
Moreover, considering the temporal sequence of foot,
head, and eye movements is an effective means to
naturally produce obstacle recognition behavior in CG
scenes.

The rest of this paper is organized as follows. In Section
2, we introduce related work and compare such work
with our approach. In Section 3, we create the practi-
cal visuomotor coordination model for obstacle recog-
nition based on experimental evidence. In Section 4, we
illustrate the solution to our proposed model equations
and the application of our model to various CG scenes;
we also present how to manipulate parameters in our
model to represent specific characteristic behaviors. In
Section 5 and the supplemental video, we demonstrate
the performance of our model. We discuss the limita-
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tions of our model in Section 6 and conclude our work
in Section 7.

Figure 2: Experimental Environment

Figure 3: Tracking arm and foot vertical movements

2 RELATED WORK
Computer Graphics.

Numerous papers regarding character animation focus
on ways to synthesize a character’s body motion based
on actual motion capture data or inverse kinematics
[Bae04a, Hua11a, Kov02a]. These methods can synthe-
size various motions, including walking and running,
however, such approaches cannot simultaneously gen-
erate body and eye movements.

A virtual character’s gaze is considered an important
part of realistic character animation and crowd simula-
tion [Den07a, Fuk02, Gu07a, Iwa12a, Lan10a, Lee02a,
Man11a, Pel03a, Wan02a, Sha05a]. Eye movement
is sometimes expressed independently because it has
complex facilities or features. However, eye move-
ments are synchronized with head movements and, in
general, several researchers consider eye movements to
be related to head movements [Itt03a, Ma09a, Mas07a].

Figure 4: Tracking head and foot vertical movements

Figure 5: Tracking eye and head vertical movements

Owing to this, in computer graphics, eye movements
are typically modeled only according to head move-
ments. However, head and eye movements should be
further related to body movements.

To the best of our knowledge, modeling the eye and
body movements simultaneously is a challenging task
that is rarely performed [Yeo12a]. Yeo et al. proposed
the visuomotor coordination model for object intercep-
tion. However, their model is only applicable to limited
situations such as catching a ball. Ball catch scene is
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appeared less frequently than walking scene we focus
on in this paper.

Physiology.
Gaze is well researched in physiology because it plays
an important part in human behavior and communica-
tion [Evi91a, Ike88a, Ike07a, Ken67a, Kur12a, Mar04a,
Mat03a]. Gaze shifts while walking is an interest-
ing topic in physiology in which head and eye move-
ments vary according to foot movements while walking
[Blo92a, Gro88a, Gro89a]. For example, the head ro-
tates downward when we bend our knees to walk for-
ward. In spite of these sophisticated works, modeling
head and eye movements while walking is still not fully
adequate. Much of the work to date cannot be directly
applied to three-dimensional character animation.

Robotics.
Visuomotor coordination models for walking or for ob-
stacle recognition have been proposed in the robotics
field [Bor95a, Hua01a, Zhe90a]. These models are use-
ful and optimized for robots to recognize and avoid an
obstacle rather than for generating realistic human-like
motion. Therefore, such models are not used for im-
proving the quality of character animation.

3 MODELING
To establish our model, we measured body movement
and eye movements simultaneously and constructed
our visuomotor coordination model for obstacle
recognition. The relationships between the foot, body,
head, and eye movements were crucial in constructing
our model. The head and eye movements required to
be carefully modeled because these movements were
highly related to the obstacle. In this chapter, we first
independently describe the head and eye movement
models. Next, we illustrate the revised model that
combines these movements with corresponding body
movements and with the influence of the view angle.

Head Rotation.
We divide head movements into two distinct types of
movements; translation and rotation. Because head
translation is only provided by foot movement while
ordinary walking, head rotation is a significant com-
ponent in expressing movements involved in obstacle
recognition. Figure 6 depicts actual head rotation mea-
surements from our experiment. Note that there are
some discontinuities in Figure 6 because we remove
outliers which have very high value and can be regarded
as error data from the experimental result. The dynamic
range is set by measuring maximum and minimum of
the head rotation angle after removing error data . Fig-
ure 7∼ 9 are represented in the same manner as Figure
6.

We identified a few key features of head rotation from
these measurements. An important feature was the ro-
tating cycle; the head rotated in the same cycle as foot

movements. Specifically, the head rotated upward when
the foot moved upward and vice versa. The trajectory of
the rotation angle is also important; the peak of rotation
angle was observed in the middle of a cycle. In other
words, the time for upward head rotation was equal to
the time for downward head rotation. Moreover, the
head was directed toward the front for a longer period
of time than downward. Considering the above features
and the actual trajectory of the rotation angle, we ap-
proximated the trajectory in a cycle by a Gaussian func-
tion as follows.

θH(t) = θHmaxexp
{
− (t−µ)2

2σ2
H

}
(1)

Here,θHmax is a value on the peak of a Gaussian func-
tion and,σ2

H is the variance of the head rotation repre-
senting the initial head rotation angle. Cyclic functions
are usually used for approximating periodical move-
ment like walking. However, we found that obstacle
direction from subjects varies according to the time
course. Thus we need to control the obstacle direction
in each cycle. Although cyclic functions have an ad-
vantage of manipulating whole movement with a few
parameters, we use Gaussian function in this paper to
manipulate parameters in each cycle.

Figure 6: Actual head rotation measurements during
obstacle recognition

Eye Rotation.

Eye translation is easily described and followed by head
translation, therefore, we only considered the eye rota-
tion. Actual eye rotation measurements from our exper-
iments are presented in Figure 7.

We identified a few features of eye rotation that were
similar to that of head rotation. Compared with foot
movements, eyes rotated in nearly the same cycle.
However, unlike the head rotation, eye rotation in-
cluded a subtle time lag. As to the trajectory of the eye
rotation angle, the shape of the trajectory was similar to
that of head rotation. Much like the head rotation, we
approximated the trajectory in a cycle via a Gaussian
function as follows.

θE(t) = θEmaxexp
{
− (t−(µ+tE))2

2σ2
E

}
(2)
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Here,θEmax is a value on the peak of a Gaussian func-
tion andσ2

E is the variance of the eye rotation represent-
ing the initial eye rotation angle.

Figure 7: Actual eye rotation measurements during ob-
stacle recognition

Model for Obstacle Recognition.

We approximated each rotation of the head and eye in
a cycle via a Gaussian function. Obstacle recognition
was highly related to the head and eye rotation. How-
ever, body rotation angle and view angle should also be
considered for three-dimensional character animation.

Body rotation while walking is easily provided by rig-
ging artists or approximately constant in a short period.
It influences a character’s direction of gaze. Further,
view angle is important to control gaze shifts, especially
when humans recognize an object quickly, in which
case they tend to look at an object indirectly in the range
of their view angle. Because subjects in our measure-
ment paid attention to what was in front of them, i.e.,
the obstacle, they looked at it indirectly. We combined
body rotation, head rotation, eye rotation, and view an-
gle to form our final work; thus, the model for obstacle
recognition angleθG is described as follows.

θG(t) = θH(t)+θE(t)+θB(t)+θV(t) (3)

Therefore, we have the following.

θG(t) = θHmaxexp
{
− (t−µ)2

2σ2
H

}
+θEmaxexp

{
− (t−(µ+tE))2

2σ2
E

}
+θB(t)+θVmax (4)

We incorporated additional features from our observa-
tions into the above equation. First, the head rotated
with constant rateα against the eye rotation. Second,
the energy and burden for head and eye movements in-
creased while humans approached the obstacle because
θG increased. We assumed that humans use a broad
view angle to reduce the burden when they look at a
nearby obstacle. By the same reasoning, a broad view
angle is used when the cycle is short. Therefore, the
final model is described as follows.

θG(t) = θHmaxexp
{
− (t−µ)2

2σ2
H

}
+θEmaxexp

{
− (t−(µ+tE))2

2σ2
E

}
+θB(t)+(θVmax− l(t)

β )

(5)

θHmax= αθEmax (6)

4 GENERATING CHARACTER ANI-
MATIONS

Based on an obstacle’s position, our proposed model
can generate character animations in various scenes.
Our model can also express characteristic behaviors,
such as looking downward while walking. In this chap-
ter, we describe how to use our model to generate char-
acter animations.

4.1 Solving the model equation
Our proposed equation can be solved in a simple man-
ner. Described above, parameterθB is provided by
artists or set as a constant. To generate character an-
imation, we require to obtain the trajectory ofθH and
θE. From Equation (5) and Equation (6), we have the
following.

θHmaxexp
{
− (t−µ)2

2σ2
H

}
+αθHmaxexp

{
− (t−(µ+tE))2

2σ2
E

}
= θG(t)−θB(t)− (θVmax− l(t)

β ) (7)

BecauseθHmax is a value on the peak of a Gaussian
function, we substitutet = µ (= TF

2 ). Further, because
time lag tE is very short, we opt to ignore it;tE ≒ 0;
therefore, we have the following.

θHmax=
θG(

TF
2 )−θB(

TF
2 )−(θVmax−

l(
TF
2 )

β )

1+ 1
α

(8)

Finally, we obtain trajectoryθH , θE as follows.

θH(t) =
θG(

TF
2 )−θB(

TF
2 )−(θVmax−

l(
TF
2 )

β )

1+ 1
α

exp
{
− (t−µ)2

2σ2
H

}
(9)

θE(t) =
θG(

TF
2 )−θB(

TF
2 )−(θVmax−

l(
TF
2 )

β )

1+α exp
{
− (t−(µ+tE))2

2σ2
E

}
(10)

4.2 Obstacle recognition in various scenes
4.2.1 Walking
Obstacle recognition while walking is the same scene
as our measurement environment. Generating the an-
imation is straightforward in this case, because obsta-
cle recognition angleθG is represented by the follow-
ing simple manner. In this scene,θG is represented as
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arctan(h
l ) and the parameterh represents the height of

the character. We substituteθG and can obtain the tra-
jectoryθH andθE via Equation (9) and Equation (10).

4.2.2 Climbing stairs

A character watches his steps when climbing stairs.
This situation seems complicated, however, our model
simply generates the animation according to obstacle
recognition directionθG. In this scene, when a charac-
ter is climbing a given step, we assume that the charac-
ter is watching the next step and treat it as an obstacle
position in a cycle. The character animation for climb-
ing stairs is generated becauseθG in each cycle is de-
termined.

4.2.3 Running

Like walking, obstacle recognition while running is
similar to our measurement environment. The character
runs to the obstacle, passes over it, and then runs away
from it. The scene is generated by merely manipulat-
ing θVmax depending on the head or eye rotation cycle
times. In general, the vertical view angle reaches 60～

80°. This angle includes both the upward angle and
downward angles. In this paper, because the obstacle
is on the ground, we only consider the downward view
angle and setθVmaxto 20°while walking and 30°while
running.

4.2.4 Characteristic Behavior

Characteristic behavior is expressed by manipulating
parametersα, σH andσE. Specificallyα represents the
degree of carefulness; the character walks more care-
fully when α is increased. Further,σ represents the
individuality of the character; for example, whenσ is
increased, the character is more apt to look downward
while walking or running.

5 RESULTS
Using our proposed model, we generated character an-
imations as shown in Figure 1 and the supplemental
video. By merely designating the obstacle recognition
position, we were able to express character animations
in various situations, including walking (Figure 1(a)
and Figure 1 (b)), climbing stairs (Figure 1(c)), and run-
ning (Figure 1(d)). In addition, we generated character-
istic behaviors, e.g., looking downward while walking
by changing parameter values of our model.

Validation.

To verify whether our model was able to express
human-like movements, we compared the results of
our simulation with actual measurement. We recorded
the movements of the body by using a 13-camera
Vicon motion capture system; further, we recorded eye
movements via a head mounted EMR-9 eye-tracker.

The motion capture system recorded whole body
movements at 120 Hz, and the eye-tracker recorded eye
movements at 60 Hz, which was sufficient for our pur-
pose. In our measurements, subjects first approached
the obstacle, passed over it, then walked away from it,
as described in Chapter 1 above. Figure 9 compares
actual trajectories of head and eye rotation angles with
trajectories created via our model. Qualitatively, they
look similar and we therefore conclude that our model
can express a variety of characteristic behaviors in the
experimental environment.

Generalization.

Our model can synthesize character animations for ob-
stacle recognition in various CG scenes, including stair-
climbing and walking on the uneven terrain. By chang-
ing obstacle recognition positions or parameter values
in our model, various character animations can be suc-
cessfully generated. We captured a subject climbing
two steps to evaluate the different movements. Figure
9 compares actual trajectories of head and eye rotation
angles with trajectories created via our model. Qualita-
tively, these results look similar to one another. There-
fore, we conclude that our model can be applied to var-
ious movements and generate realistic corresponding
character animations.

Figure 8: Comparing trajectories of eye and head ro-
tation angles while walking; actual trajectories (blue),
trajectories created via our model(red).

6 LIMITATIONS
Our model has a few limitations. We primarily focus
on the relationships between the foot, body, head and
eye movements, and model head and eye rotations for
rigging artists. Therefore, our model is indeed practi-
cal for generating character animations. However, our
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Figure 9: Comparing trajectories of eye and head ro-
tation angles while stair-climbing; actual trajectories
(blue), trajectories created via our model(red).

model is rather simplified. We modeled head and eye
rotations in a cycle by using a Gaussian function. Other
functions, such as a quadratic function or a trigonomet-
ric function, may better approximate head and eye ro-
tations. Further, the frequency at which the head and
eyes rotate should be probabilistically controlled. Prob-
abilistic control would determine whether the person
looked at an obstacle in a cycle and it will generate
more sophisticated human-like movements for obsta-
cle recognition. Finally, human and CG character re-
sponses to multiple obstacles is an interesting topic. To
express character animations that can respond to mul-
tiple obstacles, a saliency map method would be a rep-
resentative approach. Saliency maps are often used in
image recognition and gaze control for CG characters
because saliency is also useful in computer graphics.
Combining our model with the saliency map would en-
able us to express more complex movements.

7 CONCLUSIONS
In this paper, we proposed a novel visuomotor coordi-
nation model for animated CG characters walking or
running while paying heed to obstacles. Our model
proved the capability to generate realistic human-like
motion for obstacle recognition based on simultaneous
measurements of the entire body and eye movements,
an approach that has rarely been undertaken, especially
in the field of computer graphics. Movements in vari-
ous CG scenes are represented via our model. Charac-
teristic behaviors can be expressed by changing param-
eter values of our model. Further, our model is easily
used by rigging artists to manipulate obstacle recogni-
tion points and other parameters.

Although we identified a few limitations presented in
Section 6, our model is a novel approach to charac-
ter animation. Briefly, our proposed method generated

plausible character animations and is applicable to vari-
ous CG scenes. Our proposed method further improves
the quality of current character animation and, will be
useful for further research regarding visuomotor coor-
dination in the future.
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ABSTRACT 
This paper presents an improved method for simulating melting of ice. The melting process is implemented as  

a result of the heat transfer between ice objects and fluids (water and air). Both the solids and the fluids, includ-

ing air, are modeled as a set of particles with specified temperatures, which can vary locally during simulation. 

The proposed new particle-based air model allows one to consider in simulation the influence of the natural air 

convection on the ice melting process. Moreover, the model makes it possible to melt the ice object in a control-

lable way by means of external heat sources. The motion of air and water, originally described by the Navier-

Stokes equations for incompressible fluids, is computed using the Smoothed Particle Hydrodynamics (SPH) 

algorithm, which we modify to properly handle our particle-based air and its interactions with ice and water. 

Thanks to a GPU-based implementation, the proposed method allows us to run the simulation of ice melting at 

interactive speed on an average PC. 

Keywords 
SPH, ice melting, natural air convection, interactive techniques 

       

1. INTRODUCTION 
Simulations of natural phenomena are widely used 

both in science (physical simulation) and entertain-

ment industry (special effects in movies and comput-

er games). Therefore there is a need for simulation 

techniques resulting in physically correct and, at the 

same time, visually attractive outcomes. How to 

combine the two aspects within efficient and robust 

simulation is still an active research area in computer 

graphics. It seems that over the last few years, ice 

melting is one of the natural phenomena that caught 

the special attention of computer graphics communi-

ty. 

 In this paper we focus on simulation of ice melting 

regarded as a result of the interactions between ice, 

melted water, and air. Although a number of efficient 

methods for simulation of melting ice have been 

proposed, the majority of them neglect the influence 

of the natural air convection [PPLT06] or significant-

ly simplify it using heuristic functions [IUDN10]. On 

the other hand, the more accurate approaches that 

consider ice-air interactions in the melting process 

use computationally expensive techniques [FM07] 

and hence they are far from “interactive-time” meth-

ods. 

In general, the widespread methods of ice melting 

simulation can be divided into two categories: the 

grid-based approaches and the particle-based ap-

proaches. The methods in the first category represent 

a modeled physical system as a 3D uniform grid of 

voxel cells. The cells remain static during simulation 

and store local physical quantities of the system, and 

calculations are done between neighboring cells 

[FM07]. The main issue with this approach is that it 

is difficult to handle details that are essential not only 

for the final visual appearance but also play im-

portant role in the melting process itself (e.g. droplets 

of melting water on the ice surface).  

The methods from the second category rely on dis-

cretization of objects into particles. From computa-

tional point of view, particles are utilized in a similar 

way as cells. However, in opposite to cells, particles 

can move freely. As a consequence, usually with 

lesser storage and computational requirements, tiny 

aspects of phenomenon, such as the mentioned water 

droplets, can be involved in simulation [IUDN10]. 
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2. OUR CONTRIBUTION 
Our main goal was to develop a method for ice melt-

ing simulation which would consider the effects of 

the natural air convection in ice-air interactions and, 

at the same time, could be run at interactive speed. 

As a result of our work we propose in this paper  

a new method for ice melting simulation, in which 

ice (and possibly other solids, e.g. glass) as well as 

fluids (air and water) involved in the heat transfer, 

are represented by sets of particles. Such a represen-

tation seems to be a natural extension of the previous 

particle-based ice melting approaches and allows one 

to consider the fine-grained effects of the natural air 

convection in simulation. The movement of air parti-

cles caused by local changes in temperature and their 

interactions with particles representing other objects 

are computed with the aid of a variant of the 

Smoothed Particle Hydrodynamics (SPH) algorithm. 

As a consequence, our method combines advantages 

of the voxel-based and particle-based approaches in 

that it accurately computes air-ice interactions and, at 

the same time, considers fine-grained details such as 

droplets of melting water. Moreover, the proposed 

approach allows us to augment the ice melting simu-

lation by the possibility of influencing the tempera-

ture and, thus, movement of air particles with the aid 

of external heat sources. We propose a new external 

heat source model, which acts similarly to hair dryer 

and allows one to melt ice object in a controllable 

way. 

3. RELATED WORK 
One of the early attempts to simulate ice melting was 

a method by Fujishiro and Aoki [FA01] in which 

morphology operations and form factors were uti-

lized. The computation related to heat transfer and 

melting was based on voxels and didn’t take into 

account generation of water due to the phase transi-

tion. To deal with this challenge, Carlson et al. 

[CMIT02] treated solids as high viscosity fluids and 

based their simulation on solving the Navier-Stokes 

equations. The phase transition was realized by influ-

encing on the fluids viscosity with respect to temper-

ature changes. Nevertheless, due to the low viscosity 

of water, the method cannot be used to simulate the 

flows of melted water. In turn, Matsumura et al. 

[MT05] used one of the grid-based techniques (MAC 

method) and simulated the melting of ice including 

the natural convection of surrounding air. However, 

due to the rough and static representation of objects 

with the grid of voxels, the simulation did not handle 

the fine-grained effects of the ice melting process 

(such as droplets of melting water). A different mod-

el of air founded on a voxel grid and utilizing a tech-

nique analogous to photon mapping for calculating 

thermal radiation was presented by Fujisawa et al. 

[FM07]. While the results of the method are quite 

satisfying, its computational cost is high and in-

teractive simulations are impossible. In the context of 

the method presented in this paper, the most relevant 

method was presented by Iwasaki et al. [IUDN10]. 

The solution is based on particles and takes into ac-

count many aspects of the phenomenon, in particular 

visualization of tiny elements, such as water droplets. 

However, the influence of the air surrounding the ice 

object was simplified by applying a constant ambient 

temperature. The heat energy transferred to the ice 

surface was brought to a heuristic function which 

depends on an area exposed to air influence. 

To our knowledge, there is no research on represent-

ing air with particles for the purpose of the ice-

melting simulation. On the other hand, Müller et al. 
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Figure 1. Flowchart of ice melting simulator 
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[MSKG05] showed how to handle multiple fluids 

with different rest densities. One of the exemplary 

results of their method were air bubbles rising in the 

water. However, as shown in [SP08], miscible fluids 

with a density ratio larger than 10 cannot be realisti-

cally simulated with the standard SPH algorithm. 

Therefore they proposed a different density model, in 

which all neighbor particles are treated as if they 

belong to the same fluid. Although densities in the 

interface are computed correctly, but the structure 

created by particles cannot be broken to small vol-

umes to simulate, for instance, water droplets. Re-

cently some research on multifluid dynamics systems 

with an interesting method of density calculation has 

been presented in [OCD13]. 

4. OVERVIEW OF THE PROPOSED 

METHOD 
An overview of our simulation method is presented 

in Fig. 1. There are distinguished operations that are 

repeated for every time step. From the standpoint of 

the simulation execution time, the most important 

part is the initialization of an acceleration structure. 

A commonly used uniform grid [G10] was chosen, 

due to preferable local region of interest. Subsequent-

ly, all computations are performed on particles on the 

basis of the data “carried” by neighboring particles of 

a given particle. Then, the heat transfer between 

particles is calculated. Depending on their tempera-

tures, this may lead to the phase transition of some 

ice particles into water particles. Next, the movement 

of particles is computed, considering the motion of 

melted water and surrounding air, as well as the ice 

object collisions and its stability under gravitation. 

The final stage is visualization. The particles are 

treated as metaballs and surfaces of visible objects 

are reconstructed with the use of the marching cubes 

algorithm [LC87], and a realistic image of the current 

scene are obtained with ray tracing.  

Attribute Description 

M mass 

    position 

  velocity  

   rest density 

  current density 

  viscosity coefficient 

T temperature 

K gas constant (stiffness) 

Table 1. Particle attributes 

5. PARTICLE-BASED ICE MELTING 

SIMULATION 
In our method of ice melting simulation each physi-

cal object is modeled using a set of moveable parti-

cles. Each particle stores a collection of attributes 

(Table 1). Their values specify physical quantities of 

the volume represented by the particle and are updat-

ed at every simulation step. 

5.1. Heat transfer 
The heat is transferred between particles of all media: 

ice and its surroundings. The increase in temperature 

can be calculated using the equation [MSKG05]: 

 
   

  
   ∑   

(      )

  

           

    

  (1) 

where   is the thermal diffusion constant, t is the 

time,    is the set of particles whose distances are 

smaller than    from particle i, W is a smoothing 

kernel, and     is the distance vector      . 

Other forms of heat transfer are described in Sec. 6 

and 7. 

5.2. Water simulation 
In order to simulate water, we used technique called 

Smoothed Particle Hydrodynamics (SPH) [MCG03], 

which solves the Navier-Stokes equations for incom-

pressible fluids. The SPH is based on the assumption 

that we can distinct certain forces acting on water 

particles, namely the pressure force fpress, the viscosi-

ty force fvis, and external forces. 

The pressure force is trying to keep the fluid in the 

incompressible state and is described by the equation: 

            ∑
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where    is the current pressure for particle i, and is 

calculated as: 

               (3) 

The viscosity force is used as an internal friction 

between particles. It is computed using the equation: 

         
 

  

∑       
          

    

  (4) 

where     is the velocity difference. 

The external forces include all other forces acting on 

fluid, such as gravity, buoyancy, and the interfacial 

tension which was used in [IUDN10] to create water 

droplets. 

All the mentioned forces result in particle accelera-

tion that is integrated using the Leap-Frog scheme. 

The SPH algorithm is also used to simulate the mo-

tion of the air particles, but in a slightly different 

manner (Sec. 6). 

5.3. Ice simulation as rigid body 
An ice object is represented by a set of particles, and 

its movement depends on forces acting on those 

particles. These include the forces generated by water 

particles and the forces resulting from objects colli-

sions (the repulsive, the frictional, and the damping 
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force). To compute the force interaction between ice 

and water (e.g., to simulate ice floating on water) we 

treat an ice particle as if it were a water particle. The 

total force acting on the ice object is the sum of forc-

es coming from all its particles [TSK07]. 

6. SPH AIR MODEL 
In this section we present a new air model based on 

the SPH technique. Our model takes advantage of the 

results from [MSKG05] on simulating air bubbles 

and handling multiphase environment in SPH. 

6.1. Air simulation 
The air surrounding an ice object is built from parti-

cles and like in the case of water, the SPH algorithm 

is used to simulate their motion. One should note, 

however, that we cannot use the basic form of SPH 

for this purpose. The main problem is that SPH has to 

handle particles representing physical objects with 

very different densities and viscosities1. In order to 

keep the simulation stable and produce realistic re-

sults, some changes must be made in the standard 

version of the algorithm. 

First of all, in the spirit of [MSKG05], we need to 

average viscosity coefficients in the viscosity forces. 

This results in the new formulation of Eq. 4: 

           ∑
     

 

   

  

   
          

    

  (5) 

This way the viscosity force will act differently in the 

interface area and, at the same time, remain un-

changed for particles of the same sort. 

Furthermore, as it was proved in [SP08], SPH tech-

nique does not operate well in the case when the 

density ratio of different fluids is larger than 10. 

Unfortunately, we cannot take advantage of the solu-

tion proposed in that paper, as we would like to take 

into account water droplets phenomenon. As a result, 

we just set the density of the air particles to 10 times 

smaller than the water density. 

 

                                                           
1 One should note that ice as a solid has no viscosity in  

a physical sense. Nevertheless, for the purpose of the 

SPH simulation of ice-water interactions, the ice particles 

are usually assigned the viscosity coefficient of water 

(see e.g. [TSK07]).  

Additionally, we have to resolve the problem of spu-

rious tension. As shown in Fig. 2, it is present in the 

interface between the fluids and its variation between 

ice and air, where a thin layer B of air particles is 

attracted to the ice surface A. The reason for this is 

the pressure force in the SPH algorithm. The air 

particles move from high to low dense areas on the 

basis of their current density value. When an air 

particle with a low rest density interacts with an ice 

particle whose mass is relatively very high, the air 

particle density exceeds its rest density very quickly. 

Nevertheless, in such a situation the ice particle and 

its relation between the current density and the rest 

density are involved in computation of the pressure 

force (Eq. 2). The ice particles are in a constant rela-

tion to the other particles that belong to the same ice 

object, and the particles on the boundary do not have 

enough amount of ice particle neighbors for their 

densities to reach the rest density of ice. As a result, 

some air particles are drawn into the ice surface to 

increase the density of ice particles. On the other 

hand, the remaining air particles cannot approach to 

the air particles on the ice surface due to their high 

calculated densities caused by the ice particles locat-

ed nearby. 

The mentioned situation is especially important, 

because such a free space E prevents the air particles 

B and C from exchanging their temperatures (Fig. 2), 

due to the shorter smoothing radius    of the kernel 

in Eq. 1 than the smoothing radius    in Eq. 2. 

At first glance, a simple solution to this problem is to 

shrink the smoothing radius    (Fig. 2) of the pres-

sure force equation (Eq. 2). However, according to 

[K06], such a short radius would not be usable with 

fluid simulation. Taking everything into considera-

tion, we propose a different solution in which the 

pressures of particles located on the interface be-

tween different mediums are computed as: 

                     (6) 

rather than using the original equation (Eq. 3). Such  

a modification prevents the air particles from attract-

ing to the ice surface by introducing a slight disturb-

ance on the interface (Fig. 3). As a consequence,  

a relatively small time step is required to keep the 

simulation stable. 

 

Figure 3. Disturbance on interface between air 

and other mediums 

Figure 2. Thin layer of air particles is attracted 

to ice surface 
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6.2. Heat transfer 
 Thanks to the particle structure of our air model, the 

air surrounding an ice object can be quite naturally 

incorporated into the heat transfer process described 

by the equation (1) (see Fig. 4). In addition, the mod-

el provides, without any additional cost, local chang-

es in air temperature.  

6.3. Natural air convection 

As it was stated at the beginning, our goal is to 

achieve the simulation of ice as much realistic as it 

can be. According to laws of physics, volumes of 

fluid of different temperature move relative to each 

other due to the differences in their densities – the 

phenomenon called convection takes place. The pro-

posed particle-based air model is well suited to en-

rich the simulation of ice melting with the influence 

of air convection, however, we must slightly alter the 

SPH algorithm. 

First of all, we need to influence on rest densities of 

air depending on particles temperatures (similarly to 

[MSKG05]). We want the hot parts of air to transfer 

to the top areas and cold downwards. To achieve this, 

we propose the following equation: 

           
  

       
 (7) 

where         the current rest density of an individ-

ual air particle,    is the rest density of air particle in 

0 degrees Celsius,   is a parameter to steer the rate of 

change in the air rest density (experimentally set to 

0.005). 

Unfortunately, due to the relatively low gas constant 

of air together with its increased viscosity we chose 

in Sec. 6.1, the result of the application of the equa-

tion (7) is not as satisfactory as it was expected to be. 

Therefore to enhance the simulation of the phenome-

non in question, we propose an additional, artificial 

force, which we include to the set of external forces 

of SPH technique. The force is calculated with the 

use of the equation: 

       
 

       

     (8) 

where   is an experimentally defined constant to 

steer the effect of the force,      is the maximum 

positive temperature allowed in simulation,    is the 

current temperature of particle i, and     is the unit 

upward vector. 

7. EXTERNAL HEAT SOURCES 
Yet another benefit of the particle-based model of air 

is that it allows us quite easily to affect ice melting 

with external heat sources.  

In our simulation, an external heat source is modeled 

to act like hair dryer. It is built with a directional 

emitter, which effects on air particles in a specified 

area, so that both the particles’ temperatures and their 

velocities are increased (Fig. 5). A stream of warm 

air is created, and a portion of its thermal energy is 

passed to the ice surface, locally altering its tempera-

ture. 

We noticed that the shape of the air stream partially 

depends on the viscosity coefficient of air particles. 

The more “viscous” air is, the more the stream is 

concentrated, thereby resulting in lesser energy loss-

es. 

 

Figure 5. Motion of air particles due to external 

heat source 

During experiments with our external heat sources, 

we successfully managed to influence on the ice 

surface in a number of ways: from a precise, shallow 

melting of a specified symbol, to dividing the ice 

object into two pieces. 

 

Figure 6. Dissipation of energy on the borders of 

simulation area 

However, due to the finite area of simulation, the 

continuous application of an external heat source 

may easily alter the temperature of the entire volume 

of air. To prevent this we dissipate the excess energy 

through walls of the “simulation tank”: For every 

particle located near the simulation boarders, we 

exchange the temperature of the particle with some 

ambient temperature. This way, we can provide an 

impression of unlimited area of air (Fig. 6). 

Figure 4. Heat transfer between particles of  

different mediums 
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8. RESULTS 
The proposed method of ice melting simulation re-

quires a significant number of particles for describing 

all mediums. Hence, the relevant computations could 

take large amount of time if executed sequentially on 

CPU. However, the majority of the required opera-

tions are performed on each particle using the same 

set of instructions. Moreover, once input data is de-

livered to simulator, there is no need to supply any 

more information. Therefore, in our implementation 

we can benefit from computational power of modern 

Graphics Processing Units (GPUs). For this goal, we 

use the OpenCL framework, which is still relatively 

new and under constant improvement. 

All simulations discussed in this section where per-

formed using a medium class mobile personal com-

puter equipped with Radeon 6770M graphics card. 

Nevertheless, it allowed us to run the simulation at 

average speed of 10 FPS with 260k particles (this 

includes all the types of particles) on each scene. 

In order to test the behavior of our air model, the 

simulations with the Utah teapot and the more com-

plex model of the Stanford Asian Dragon’s head 

were performed. In our opinion the results are more 

than satisfying. As it can be observed in Fig. 7 and 

Fig. 8, the ice sculptures are partially melted, mostly 

in areas with the highest exposure to the surrounding 

hot air, such as edges and thin elements like teapot 

ear, dragon horns and teeth. 

  
Figure 7. Melting ice teapot due to hot  

surrounding air 

  
Figure 8. Melting Stanford Asian Dragon’s head 

due to hot surrounding air 

Furthermore, it should be noticed, that the amount of 

energy transferred between air particles themselves 

as well as air particles and ice particles, firmly de-

pends on distances between particles. This is a result 

of the presence of the smoothing kernel in the heat 

transfer equation (1). Thus, by modifying the air 

viscosity coefficient one can influence the speed of 

the melting process. 

  
Figure 9. Different viscosity coefficients of air  

particles: on the left hand side viscosity is five 

times larger than on the right hand side 

One can observe in Fig. 9 that for five times larger 

viscosity coefficient, the original ice teapot shape is 

better preserved after the same simulation time. It is a 

consequence of the lower movement speed of parti-

cles due to their higher viscosity, which prevents 

them from approaching each other and exchanging 

energy.  

 
(a) 

 
(b) 

 
(c) 

(d) 
 

(e) 

With regards to the natural air convection, the result 

of our efforts are presented in Fig. 10. The image (a) 

shows the original object before melting, and the left 

column and the right column show the results of 

Figure 10. Melting of ice dragon due to hot air 

without (left column) and with (right column)  

the natural air convection 
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simulation without and, respectively, with consider-

ing the natural air convection. 

The difference between these two outcomes is subtle. 

Nevertheless, couple of differences should be pointed 

out. First, studying the particle views (Fig. 10 d, e), 

which informs of the particles’ temperatures (with 

blue below 0 and red over 30 degrees), we can ob-

serve the behavior of particles with lower tempera-

tures. In the simulation without convection (Fig. 10 

d) those particles surround almost the entire ice 

sculpture. However, when the natural air convection 

is considered in simulation (Fig. 10 e) the “colder” 

particles move downwards and locate in the lower 

parts of the object. Secondly, there are differences in 

melting between the upper and lower parts of the 

object. It can be noticed that in the first case (Fig. 10 

b) ice melts rather uniformly. Comparing to the sec-

ond situation (Fig. 10 c), the upper part (where air 

was hot in both examples) seems to be in the same 

stadium of melting. However, the lower part with the 

natural air convection keeps more of its volume in-

tact. 

  

  

Figure 11. Melting of ice dinosaur partially sub-

merged in water (water and air have the same  

temperature) 

What is more, although the air particles have their 

density barely 10 times lower than the density of 

water and there is unnatural movement on the inter-

face (due to the changes we made in the pressure 

equation), we observed that the heat transfer ratio 

between those two mediums and ice is very realistic. 

To confirm that, we conducted an experiment in 

which an ice dinosaur were partially submerged into 

a tank filled with water (Fig. 11). The temperature of 

both air and water was set to the same value. As  

a result, the submerged part of the object melted 

significantly faster than the other exposed to sur-

rounding air. Such a phenomenon is consistent with 

the laws of physics. 

As it was stated in Sec. 7, we also successfully man-

aged to precisely alter the ice surface through melting 

process. The goal of the experiment was melting 

specified symbol in a block of ice with the use of  

a number of external heat sources – the results are 

depicted in Fig. 12.  

 

  

  

Figure 12. Melting symbol in block of ice with the 

use of external heat sources 

Another test included the external heat source affect-

ing on a number of ice objects. The purpose was to 

examine how the warm stream of air, created by the 

heat source, would behave after collision with  

a streamline object. Hence, we decided to model 

several different in shape icicles arranged in a line 

and direct the heat source to one of them. 

  

  

Figure 13. Melting icicles with an external heat 

source 

One can observe in Fig. 13 that the heat source is 

affecting consecutive icicles respectively, melting 

one after another. The main volume of the warm 

stream of air, after collision with an icicle, is being 

spread sideways. It is also worth noticing that water 

droplets resulting from the melting process are blown 

away due to the motion of air. 

9. CONCLUSIONS 
In this paper we have proposed a simulation of ice 

melting based on particle representation and per-

formed with the use of the SPH technique. The pre-

sented approach combines in a single method the 
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capabilities of the previous approaches. Namely, it 

allows one to consider in ice melting simulation such 

phenomena like water, rigid body movement, heat 

transfer, and creation of water droplets. Moreover, 

we enhanced the simulation with a new particle-

based air model which allows for considering local 

changes in air temperature, simulating the natural air 

convection, and controlled ice melting with the use of 

external heat sources. We have also shown on the 

example of the proposed air model how to handle 

multiphase environment. The effectiveness of our 

approach and the physical correctness of its outcomes 

was confirmed with a number of test examples. As  

a consequence, it seems that the presented method 

can be useful for both animation and physical simula-

tion purposes. Furthermore, thanks to the GPU-based 

implementation the simulation can be run at interac-

tive speed even on a medium class mobile personal 

computer. 
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ABSTRACT 
A good accuracy in image retrieval across different visual domains, such as photos taken over different seasons 

or lighting conditions, paintings, drawings, hand-drawn sketches, still is a big challenge. This paper proposes the 

use of visual attention to estimate the relative importance of some regions in a given query image. Recently, 

researchers used different databases in specific domains to validate their hypothesis. In this paper, we also pro-

pose a database with multiple image domains, called UFU-DDD. We used the UFU-DDD database to demon-

strate the performance and accuracy gains from the association of visual attention with orientation-based feature 

descriptors. The analysis of the results showed that our approach outperforms all the standard descriptors used in 

the experiments. We hope the UFU-DDD database constitutes a valuable benchmark to the future research in 
cross-domain similarity searching. 

Keywords 
Visual attention, image matching, saliency, image retrieval in cross domain, painting, sketches. 

1. INTRODUCTION 
With ever-faster computers and internet connection, 

the acquisition of collections of images and videos 

has become an action of our daily lives. Multiple 

images may possess exactly the same content across 

a wide range of visual domains, e.g., photos, paint-

ings, sketches, computer-generated images (CG im-

ages), with dramatic variations in lighting conditions, 

seasons, ages, and rendering styles. The development 

of methods to efficiently compute the visual similari-

ty between images in different domains is a challenge 
and an urgent need for various applications, such as 

scene completion [Hay07], Sketch2Photo [Cao11, 

Eit11], Internet re-photography [Shr11], paint-

ing2GPS [Shr11], and CG2Real [Joh11]. Figure 1 

illustrates an example of an application where the 

user gives a painting of the Coliseum as the query 

and wants to retrieve photos, paintings, sketches and 

drawings from the same tourist spot.  

The task of comparing images in different domains is 

very challenging, because small perceptual differ-

ences can result in arbitrarily large differences at the 

raw pixel level. In addition, it is very difficult to 

develop a generalized solution for multiple potential 

visual domains. For this task, it is necessary to cap-

ture the important visual structures that make two 

images appear similar. Several different image de-

scriptors have been proposed in the literature based 

on color, shape and texture. In particular, aiming at 

representing the salient regions (i.e., high gradient 

and high contrast) of the image, some descriptors 

have been proposed in the state of art, such as: SIFT - 

Scale Invariant Feature Transform [Low99], GIST 
[Oli06] and HOG - Histogram of Gradients [Dal05]. 

 

Figure 1. An example of a desired answers list in a 

cross-domain database: (a) the query; (b) the top-

5 answers list of Coliseum in different visual do-

mains. 

Recently, researchers have made significant progress 

in the study of visual similarity in different domains, 

such as data-driven uniqueness paradigm proposed 

by Shrivastava et al. [Shr11]. This paradigm aims at 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistrib-
ute to lists, requires prior specific permission and/or a fee. 

(a) 

(b) 
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focusing on the most important visual parts of the 

query image. The central idea is to identify the parts 

of the image are more unique or rare. To that end, 

Shrivastava et al. [Shr11] proposed to train a linear 

classifier SVM (Support Vector Machine) at query 

time, using one feature descriptor with the aim of 

identifying the uniqueness parts of the image. This 

method was modified in [Sun13], with an approach 

that uses multiple features for training the classifier 

at query time. Although promising results have been 

achieved, the computational cost to train a SVM 
classifier for each query is extremely high, prevent-

ing its application in real time problems. 

A promising alternative to identify relevant parts of 

an image, with low computational cost, can be found 

in the studies being conducted on the psychology 

field related to visual attention. Its central idea is that 

the most important regions of the image are those 

that most attracts people's attention. Then, the fea-
tures extracted from these regions may be strongly 

weighted for the image retrieval task. Several works 

[Bor09, Sat10, Soa12] use visual attention to identify 

different ways to obtain regions of interest and are 

focused on other tasks such as classification, separa-

tion of foreground and background, object recogni-

tion, image retrieval. To the best of our knowledge, 

there is no reference in the literature addressing the 

use of visual attention in the context of cross-domain 

image retrieval. 

The main goal of this paper is to show that visual 

attention models can identify the relevant parts of the 

query image and when associated with image de-

scriptors can contribute to the improvement of the 

similarity searching accuracy in different visual do-

mains with low computational cost. Differently from 

the strategy proposed in [Shr11, Sun13], our ap-

proach can be computed in real time. An example is 

illustrated in Figure 2. 

The main contributions of this paper can be summa-

rized as follows: 

1. We built a new database with images in different 
visual domains, called UFU-DDD. The database 

contains 22 classes and each class is composed of 

50 images of the same scene in different visual 

domains. Some examples of images in our data-

base are showed in Figure 4. To our best 

knowledge, this database is the first one that put 

together, in a same images class, scenes obtained 

from several different visual domains, such as 

photos took over different seasons or lighting 

conditions, paintings, drawings, computer graphic 

(CG) images, and sketches. To date, the state-of-

the-art databases are constructed to evaluate 
methods to perform the matching between specif-

ic domains [Cho08, Eit11, Rus11] and not for 

multiple visual domains as proposed in this work. 

Sometimes, the databases are dynamically created 

for each query, limiting the comparison and the 

importance of the experiments [Shr11, Sun13]. 

2. We proposed a new strategy to associate visual 

attention maps with well-known orientation based 

image descriptors such as SIFT [Low99], GIST 

[Oli06] and HOG [Dal05]. The results showed 

that our approach overcomes the conventional 

ones in cross-domain image retrieval. 

     

(a) (b) 

     

(c) (d) 
Figure 2. An example of the use of visual attention 

in an image retrieval task: (a) a photography of 

the Tower Eiffel; (b) the top-4 answers for the 

image query in (a) without the use of visual atten-

tion, models; (c) the visual attention map of the 

query image, superimposed by a regular grid. 

Note that the tower region is now highlighted with 

respect to the image background; (d) the top-4 

answers for the query using an association of the 

visual attention map with image descriptors in the 

image retrieval process. 

The remainder of this paper is organized as follows. 

We first give an overview of the related work in 
Section 2. Section 3 describes our proposal to associ-

ate visual attention with orientation-based feature 

descriptors. The methodology of the experiment and 

the analysis of the results are provided in Sections 4 

and 5 respectively. We discuss about the limitations 

of our approach and future work in Section 6. 

2. BACKGROUND REVIEW 
We briefly review related works on cross-domain 

matching, orientation-based feature descriptors, and 

models of visual attention. 

2.1 Cross-domain Matching 
A place, scene, or objects can be recorded in an im-

age in different visual forms, which we call visual 
domains. Nowadays it is common to find databases 

containing images with the same semantic content, 

but in different domains, such as photographs taken 

over different seasons or lighting conditions, paint-

ings, sketches, drawings, CG images, etc. Many 

studies have been dedicated to match images between 

specific domains, such as photos under different 

lighting conditions [Cho08], sketches to photographs 

[Cao11, Eit11], paintings to photographs [Rus11], 

and CG images to photographs [Joh11]. However, 

these specific domain solutions are not directly ex-
tensible to multiple domains. 
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For a generalized solution for this problem, we high-

light three works. In the first one, proposed by 

Shechtman and Irani in [She07], the authors describe 

an image in terms of local self-similarity descriptors 

(SSIM) that are invariant for cross visual domains 

applications. The second one proposed by Shrivasta-

va et al. [Shr11] and third one proposed by Sun et al. 

[Sun13] are based on the data-driven uniqueness 

paradigm. Shrivastava et al. proposed to train a linear 

Support Vector Machine (SVM) classifier for each 

query, in query time, to set weights to each dimen-
sion of either the HOG or SIFT descriptors. Based on 

this same idea, Sun et al.  proposed to use weighted 

vectors for multiple features (Filter Bank, SSIM and 

HOG simultaneously) with weights associated with 

the each dimensions of these descriptors. The time 

spent to run a query on a database retrieval of 5,000 

images in the method proposed in [Shr11] is under 

around three minutes on a 200-node cluster, while in 

the method proposed in [Sun13] is greater than 10 

minutes on a PC with a 3.40 GHz Intel i7 CPU and 8 

GB RAM. Although promising results have been 
achieved in both the solutions, these strategies pre-

sented a high computational cost, preventing their 

application in real time similarity searching.  

2.2 Orientation-based Descriptors 
The descriptors extractors are methods to derive 

automatically visual information from an image and 

organize them into a feature vector that represents the 
image content. In image retrieval run in different 

visual domains, the locally salient parts of the image 

are highly relevant information in the calculation of 

visual similarity. With this aim, several descriptors 

have been presented in the literature, among them 

are: SIFT, GIST, and HOG.  

2.2.1 Spatial Pyramid SIFT Descriptor 
Scale Invariant Feature Transform – SIFT, proposed 

by Lowe [Low99], is a descriptor that detects a set of 

keypoints and describe a neighbor of each one in 

terms of the frequency of gradient orientation. The 

result is a 128-dimensional vector to describe each 

keypoint. The SIFT descriptor is invariant to transla-

tion, rotation, scale, and illumination conditions.  

With the aim of addressing the similar image retriev-

al images of objects taken in different views, several 

works use the Bag of Visual Words (BoVW) [Siv03, 

Csu04, Laz09, Soa12]. In a general way, the BoVW 

consists of identifying, sparsely or densely, a set 

keypoints, in a training image database, and cluster 

them in a predefined number of groups. Each group 

is referred as a visual word. Then, all the image in the 

database and the query image are represented by a 

frequency histogram of visual words. Two images 
are said similar if their histograms are close to each 

other according to a similarity measure. 

In this paper, we are particularly interested in an 

extension for the BoVW proposed by Lazebnik, 

Schmid and Ponce [Laz09] termed Spatial Pyramids 

(SP). They use a dense regular grid to detect the 

keypoints. Firstly, SIFT descriptors of 16 x 16 pixel 

patches of all image database are computed over a 

grid with spacing of n pixels. Then, using the k-

means algorithm, SIFT descriptors are grouped and 

the representative of each group are used to build the 

visual words dictionary. The frequency histogram of 

visual words is computed for each image, as in 
BoVW. Now, the spatial pyramid is computed by 

partitioning the image into regular sub-regions in 

several levels,   and assessing a frequency histogram 

for each sub-region. The process continues until it 

reaches a predetermined number of pyramid levels. 

The final descriptor is composed by concatenating all 

frequency histograms derived in the process. 

 2.2.2 GIST Descriptor 

The GIST descriptor presents good results in scene 

categorization and image retrieval [Oli06]. The idea 

is to develop a statistical representation with low 

dimensionality of the scene. The GIST descriptor 

computes the energy using a bank of Gabor-like 

filters evaluated at all orientations and different 

scales for each of the cells obtained by chopping up 
the image into N by N pieces. The format of the Gist 

descriptor is a vector with [scales] * [orientations] * 

[number of cells] dimensions.  

2.2.3 HOG Descriptor 
The Histogram of Oriented Gradients – HOG – de-
scriptor [Dal05] was firstly proposed to deal with 

human detection task and later became a very popu-

lar feature in object detection area. When extracting 

HOG features, the orientations of gradients are usual-

ly quantized into histogram bins and each bin has an 

orientation range. An image is divided into overlap-

ping cells and in each cell a histogram of oriented 

gradients falling into each bin is computed and then 

normalized to overcome illumination variation prob-

lems. The features extracted from all the cells are 

then concatenated together to form the HOG de-

scriptor of the whole image, with [cells] * [bins] 
dimensions. The HOG features are similar to SIFT 

descriptor, but HOG features are computed in dense 

grids at some single scale without orientation align-

ment. In this paper, we used the HOG descriptor 

algorithm proposed in [Fel10], which uses 31 orien-

tations bins to compute the histogram of oriented 

gradients. The similarity between the image query 

and other image can be computed by various func-

tions of distance, for example, the Canberra distance. 

2.3 Models of Visual Attention 
Humans are faced with an overwhelming amount of 

visual information. However, this amount of infor-

mation is much larger than all the information that 
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the brain processes and assimilates. By rapid eye 

movements, referred to as saccades movements, the 

brain must prioritize and receive only part of the 

visual information at every instant. 

Visual attention is the ability of the human visual 

system to select and process only the most important 

regions in a scene, while ignoring the rest of the 
image information. Intuitively, saliency characterizes 

some parts of a scene which appear with high rele-

vance for an observer. A saliency map indicates the 

conspicuity of each pixel of the scene, i.e. the proba-

bility of parts of the scene to attract the attention of 

humans. The saliency map is visualized as a gray-

scale image, where the brightness of a pixel is pro-

portional to its salience. Models of visual attention 

try to represent the mechanism of visual attention by 

saliency map. A nice survey about saliency map is 

presented by Borji and Itti in [Bor13]. The authors 

presented a classification of attention models into 
seven categories, considering the strategy used to 

obtain the saliency map. We evaluate one model of 

each one category and the GBVS model, proposed by 

Harel et al. [Har07], presented the best results for the 

cross-domain problem. Harel et al. proposed a bot-

tom-up saliency map which uses the Markov chains 

over various feature maps and treats the equilibrium 

distribution over map locations as activation and 

saliency values. They proposed to unify the activa-

tion map and normalization/ combination maps steps 

by using dissimilarity and saliency to define edges on 
graphs which are interpreted as Markov chain. In this 

work, we’ll use the GBVS model in the experiments. 

3. OUR APPROACH 
In this paper we propose combining visual attention 

models with image descriptors for image retrieval in 

different visual domains. Our hypothesis is that the 

relevant regions of an image, highlighted by a salien-
cy map, are more important to characterize an image 

for content based image retrieval. Figure 3 summa-

rizes the idea proposed in this paper.  

 

 

 

 

 

 

 

 

 

 

Figure 3. The flowchart of the association of visual 

attention with image descriptors. The darker box-

es highlight our contributions. 

Following Figure 3, for the query image, two pro-

cesses occur in parallel: saliency map extraction, and 

feature extraction. The saliency map extraction can 

be performed by any of the visual attention models 

already developed. Because the nature of cross do-

main database, we will use the feature extraction 

method based on gradient / contrast orientation, that 

are SIFT, GIST and HOG descriptors, but the image 

descriptors are not limited to them and depend on the 

application. 

After extracting the saliency map, the saliency mag-

nitude is normalized to the range [0, 1], and then it is 

superimposed by an NxN size grid. After that, the 

matrix of weights, with NxN dimension, is derived 

with the aim of highlighting the relevant parts of the 

image while discard or attenuate the importance of 

the remainder regions. To that end, the value of the 

position (i,j) of the matrix of weights is assessed by 

computing the median saliency magnitude value of 
the normalized saliency map  in the corresponding 

grid cell. Those median values that are lower than a 

given threshold T is set zero, indicating the low im-

portance of that image for the representation of the 

scene. The matrix of weights is built as showed in 

Algorithm 1. Finally, we use information of the ma-

trix of weights in same way to run the similarity 

searching. 

Algorithm 1: Building of matrix of weights 

  1. MatrixOfWeights(I, MV, T, N) 
      Input: I: image; MV: model of visual attention;    

T: threshold; N: grid size 
      Output: W: N x N matrix of weights 
  2. begin 

  3.    SM = SaliencyMapExtraction(I, MV) 
  4.    SM = Normalize(SM, 0, 1) 
  5.    for each par(i, j) Є grid do 

  6.          Md = median(SM, i, j) 
  7.          if (Md < T) 

  8.              W[i,j] = 0 
  9.          else 

10.              W[i,j] = Md 
11.    return W 

      End 

3.1 Visual Attention with Spatial Pyra-

mid/ SIFT (VA-SP-SIFT) 
In our approach, only the SIFT descriptors extracted 

from the relevant regions are used to construct the 

Spatial Pyramid, as shown in Algorithm 2. The simi-

larity measure between the image query and other 

images is computed by the histogram intersection 

function, as described in [Laz09]. 

3.2 Visual Attention with GIST (VA-

GIST) 
The matrix of weights, different from the strategy 

described in Section 3.1, is used to weight the simi-

larity measure in query time.  

Feature  
extraction 

Query image 
resized 

Cross-domain 

image database 

Descriptor  

database 

Saliency Map 
extraction 

Saliency Map Query image 
descriptor 

Similarity matching using 
matrix of weights 

Ranked list 

Feature  
extraction 

Building the  
matrix of weights  
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Let I and J be the query image and the target image. 

Let WI, GI and GJ be the matrix of weights of I, ob-

tained as described in Algorithm 1, the GIST vector 

for I and the GIST vector for J, respectively. G(c,s,r) 

is GIST vector value of the cell c in a scale s and 

orientation r, where c = {1, …, m}, m= NxN is a 

number of cells, s = {1, .., p}, p is a number of scales, 

r = {1,…, q}, q is the number of gradient orientations. 

In this work we propose to use the Weighted Euclid-

ean distance as defined in Eq. 1, to determine the 

similarity between I and J. 
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where WI(c) is a weight associated with the cth cell in 

the matrix of weights. 

Algorithm 2: VA-SP-SIFT Descriptor 

   Data: I: image query; MV: model of visual attention; 
T: threshold; N: grid size;      D: dictionary 

   Result: V: VA-SP-SIFT descriptors vector 

1. begin 

2.    W = MatrixOfWeights (I, MV, T, N)  
3.    SIFTS = Dense-SIFT(I)    //as in [Laz09] 

   4.    SIFTS_VA = Fusion (SIFTS, W) //only the SIFT 
descriptors that fall within the cells 
where the corresponding position in W 
is different from zero are kept. 

5.    V = ProduceSP(SIFTS_VA, D) //as in [Laz09] 

6.    return V 

   end 

3.3 Visual Attention with HOG (VA-

HOG) 
For HOG, the proposal is similar to that one de-

scribed in Section 3.2. 

Let I and J be the query image and the target image. 

Let WI, HI and HJ be the matrix of weights of I, see 

Algorithm 1, the HOG vector for I and the HOG 

vector J, respectively. H(c,i) is the normalized count 

of the i
th

 orientation bin of the c
th

 cell, where c = 

{1,..,m}, m is a number of cells, i = {1, .., 31}. WI(c) 

is a weight associated to cth cell. The similarity be-

tween I and J is computed by using the Weighted 

Canberra distance, as shown in Eq. 2. 
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4. METHODOLOGY 
We run several experiments in order to analyze the 

performance of the use of visual attention for cross-

domain image matching. The experiments are divid-

ed according to the feature descriptor used. The re-

sults of quantitative analysis are reported in terms of 

the Average Precision (AP) values at the top-k an-

swers.  

4.1 Databases 
The scientific community needs a unique database to 

evaluate methods towards image retrieval across 

visual domains. Aiming to address this need, we 

created a public database, called UFU-DDD (Data-

base of Different domains of University of Uber-
lândia). We also use 10,000 images from the 

MIRFLICKR Database [Hui08] to test the robustness 

of our proposal. 

 

Figure 4. A sub-set of classes of UFU-DDD: Coli-

seum, Statue of Liberty, Eiffel, Temple of Heaven, 

Saint Basil’s Cathedral. 

Database of Different Domains of University of 

Uberlândia (UFU – DDD) – we have created a new 

database comprised of 1,100 images. The UFU-DDD 

database was collected by crawling images from 

google images website using keywords about tourist 

spot such as “painting of Tower Eiffel”, “sketch of 

Cathedral San Basilio”. This procedure was neces-

sary because we did not find a database with the 

particularities that we consider important to evaluate 

our approach. In order to obtain classes with a variety 

of domains, we decided that each class would be a 
tourist spot with exactly 50 images across different 

domains, totaling 22 classes. The tourist spots are 

many, such as: waterfall, church, coliseum, temple, 

stadium, castle, museum, opera house, etc. The data-

base contains 91 very old photographs, 677 photo-

graphs under different lighting and stations, 150 

sketches, drawings and CG images, and 182 paint-

ings. In all the cases the foreground is centered in the 

image. Figure 4 shows five classes of UFU-DDD and 

each class with images in different visual domains. 

With UFU-DDD it is possible to design experiments 
such as: given a query painting, what are the photo-

graphs, drawings, and sketches more visually simi-

lar? Given an old photograph, what are the recent 

photographs of the same place? Given a sketch, 

which are the paintings of the corresponding place? 

MIRFLICKR Database (MIF) – this database con-

tain 1 million Flickr images under the Creative 

Commons license. It is commonly used for the visual 
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concept detection, photo annotation and image re-

trieval task. We used 10,000 photographs of this 

database just to test the performance of our approach 

under different database sizes. 

4.2 Experiment Setup 
In all experiments, the images were resized to 200 x 
200 pixels. The extraction of the saliency map was 

done using GBVS model proposed by Harel et al.  

[Har07]. For each image descriptor we compared our 

approach against a publicly available, third-party 

authored reference, implemented in Matlab. The 

parameters used to derive each descriptor are de-

scribed following. 

VA-SP-SIFT: for each image, we compute spatial 
pyramid representation with 3 pyramid levels using 

Dense-SIFT descriptors of 16x16 pixels patches 

computed over a grid with spacing of 8 pixels. We 

used a vocabulary of 400 visual words. After several 

tests, we empirically set the threshold value at 0.2 

according to Algorithm 1.  

VA-GIST: we computed the GIST representation for 
each image using an 8 x 8 grid, 4 scales, and 8 orien-

tations. The threshold T in Algorithm 1 is set at zero. 

All the weights are used in the Weighted Euclidean 

distance, as defined in Eq. 1. 

VA-Normalized-HOG (VA-NHOG): for each im-

age, we compute HOG representation with 625 cells 

of 8 x 8 pixels divided in a 25 x 25 grid, and 31 ori-

entations bins. We experimented both implementa-
tion, the standard HOG descriptor as well a simple 

normalized HOG (NHOG). The NHOG vector 

(VNHOG) is defined as a zero-centered version of 

HOG vector (VHOG), where VNHOG = VHOG – 

mean(VHOG). We perceived slightly better results 

with NHOG and then we adopted it in our experi-

ments. The threshold T in Algorithm 1 is empirically 

set at 0.3. We also evaluate different similarity 

measures, such as Cosine, Chi-square, Euclidean, 

Manhattan, Canberra distances. We adopted the 

Weighted Canberra distance, as defined in Eq. 2. 

5. EXPERIMENTS 
In order to evaluate the performance of our approach, 

we conducted three experiments, each one using a 

specific domain as the query image. The experiments 

are run using the UFU-DDD database. We also used 

images from the MIRFLICKR database as distrac-

tors, in three different versions: UFU-DDD + 3,000 
MIF; UFU-DDD + 6,000 MIF; and UFU-DDD + 

10,000 MIF. 

5.1 Photograph as Queries 
In this experiment, the query images are photos took 

over different ages, seasons, weather or lighting con-

ditions. We collected from the UFU-DDD a dataset 

of 44 photos (2 photos of each class) to be used as 
queries. Table 1 shows the Average Precision at top 

10 (AP@10) and top 30 (AP@30). In all the cases, 

our approach obtained an important improvement in 

the results when compared to the standard de-

scriptors.  The gain obtained for our proposal varies 

from 9% to 30% for top 10 and from 5% to 15% for 

top 30. The gain depends on the descriptor and the 

database size. It is worth noting that the inclusion of 

distractors in the database did not affect the gain 

obtained with the use of visual attention. Figure 5 (a) 

shows the top 3 answers for the Sydney Opera House 

with and without the use of visual attention. This 
example illustrates the superiority of our approach. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.46 0.29 0.40 0.24 0.38 0.22 0.31 0.20 

VA-SP-SIFT 0.64 0.39 0.51 0.31 0.47 0.27 0.43 0.25 
 

GIST 0.58 0.36 0.55 0.32 0.53 0.31 0.52 0.29 

VA-GIST 0.79 0.46 0.75 0.42 0.74 0.40 0.72 0.38 
 

NHOG 0.53 0.35 0.46 0.29 0.43 0.27 0.40 0.24 

VA-NHOG 0.83 0.50 0.71 0.40 0.66 0.36 0.63 0.33 

Table 1. Average Precision at top 10 and top 30 

with different database sizes. Queries: Photo. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.31 0.20 0.28 0.16 0.26 0.14 0.25 0.13 

VA-SP-SIFT 0.43 0.25 0.36 0.20 0.32 0.19 0.31 0.17 
 

GIST 0.43 0.26 0.38 0.21 0.36 0.20 0.34 0.18 

VA-GIST 0.57 0.34 0.51 0.30 0.47 0.27 0.46 0.26 
 

NHOG 0.41 0.26 0.36 0.20 0.33 0.18 0.31 0.16 

VA-NHOG 0.65 0.41 0.53 0.32 0.49 0.29 0.46 0.27 

Table 2. Average Precision at top 10 and top 30 

with different database sizes. Queries: Sketch / 

Drawing. 

5.2 Sketch/Drawing as Queries 
Here, the query images are sketches and drawings. 

We collected a dataset of 44 sketches and drawings 

(0 to 3 images of each class) to be used as queries 

(two classes do not contain sketches). Matching 

sketches/drawings to real scenes is a difficult task. 

The sketches and drawings are abstract and show 

strong local deformations with respect to the real 

scene.  Table 2 shows the AP@10 and AP@30. In all 
cases, it is possible to note an improvement in the 

results that vary from 6% to 24% for top 10 and from 

4% to 15% for top 30. Figure 5 (b) shows a qualita-

tive examples corresponding to the top 3 answers for 

each descriptor, using or not the attention model. It 
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can be seen that our approach returned 3 relevant 

photos as answers for sketch used as query. The 3 

images returned are relevant to the 3 feature de-

scriptors. 

5.3 Painting as Queries 
We collected a dataset of 44 paintings (1 to 3 images 
of each class) to be used as queries. Matching paint-

ings to scenes is also a difficult task because: i) the 

presence of strong local gradients due to brush 

strokes; and ii) the painting styles may vary from 

painter to painter. Table 3 shows the AP@10 and 

AP@30. In all cases, our approach outperforms the 

standard descriptors. The gain reached by our pro-

posal varies from 6% to 17% for top 10 and from 3% 

to 9% for top 30.  A Qualitative example is showed 

in Figure 5 (c). Due to the difficult of match painting 

to photos or sketches, the standard descriptors failed 

in all the answers while our approach returned at 
least two relevant answers in three. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.38 0.24 0.31 0.18 0.29 0.16 0.26 0.14 

VA-SP-SIFT 0.50 0.31 0.39 0.24 0.35 0.20 0.32 0.17 
 

GIST 0.44 0.26 0.40 0.22 0.37 0.20 0.35 0.19 

VA-GIST 0.58 0.34 0.53 0.29 0.49 0.27 0.46 0.26 
 

NHOG 0.43 0.28 0.36 0.20 0.31 0.16 0.28 0.14 

VA-NHOG 0.60 0.37 0.48 0.28 0.44 0.24 0.40 0.21 

Table 3. Average Precision at top 10 and top 30 

with different database sizes. Queries: Painting. 

6. CONCLUSIONS 
In this paper, we presented a new strategy with low 
computational cost to highlight the most important 

parts of an image query with the purpose of images 

retrieval in databases that contain images in different 

visual domains. The strategy was evaluated with a 

different database sizes. We showed that our ap-

proach outperforms the standard descriptors. Howev-

er, this strategy is strongly dependent on the model of 

visual attention to be used. A typical failure is 

showed   in Figure 6. In this example, our approach 

fails to find good top matches because the attention 

model was not able to identify all the body of the 
Statue of Liberty. Further works are in progress to 

detect relevant parts of an image, interactively by 

using eye tracker device. 
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Figure 5. Qualitative comparison of feature descriptors with and without the GBVS model. 
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Figure 6. Typical failure case. The GBVS model mainly highlighted the head and 

torch of the Statue of Liberty as relevant regions. However, regions as the body and 

the sky around the Statue of Liberty are important for CBIR. 

 

 

 

 

Journal of VSCG

Volume 22, 2014 72 ISSN 1213-6972



Acquiring Bidirectional Texture Functions
for Large-Scale Material Samples

Heinz Christian Steinhausen Dennis den Brok Matthias B. Hullin Reinhard Klein
Universität Bonn

Institute of Computer Science II
Friedrich-Ebert-Allee 144
53113 Bonn, Germany

{steinhau, denbrok, hullin, rk}@cs.uni-bonn.de

Abstract
Most current acquisition setups for bidirectional texture functions (BTFs) are incapable of capturing large-scale
material samples. We propose a method based on controlled texture synthesis to produce BTFs of appealing visual
quality for such materials. Our approach uses as input data a complete measurement of a small fraction of the
sample, together with few images of the large-scale structure controlling the synthesis process. We evaluate the
applicability of our approach by reconstructing sparsified ground truth data and investigate the consequences of
choosing different kinds and numbers of constraint images.

Keywords
bidirectional texture functions - texture synthesis - material appearance.

1 INTRODUCTION
To produce realistically looking scenes in computer
graphics, suitable material representations beyond two-
dimensional textures are needed. Data-driven mod-
els like photographically acquired bidirectional texture
functions (BTFs) are capable of capturing a wide range
of optical effects. However, due to practical constraints
the capture of full BTFs is limited to small sample sizes.
The goal of this work is to capture materials with large-
scale structure such as wood (see Fig. 1), ornamented
cloth, or structured wallpapers, for which tiling or un-
controlled synthesis fails to produce realistic results.

Figure 1: Example of a piece of wood for which a
BTF measurement using typical sample sizes, bordered
green, would not be able to capture all of its structure.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

BTFs are usually acquired in a data-driven fashion by
taking and combining series of photographs shot using
different lighting and viewing directions. Not only is
the capture volume of available setups typically much
smaller than a material’s characteristic structure, com-
plete measurements are also often prohibitively expen-
sive regarding both the time needed for acquisition
and postprocessing (hours to days) and the storage re-
quirements (terabytes). In agreement with literature
[Don13], [Hai13], we observe that BTF data is highly
redundant. In particular, disjoint regions typically share
very similar visual properties.
We therefore propose to use a texture synthesis ap-
proach to capture the visual appearance of materials
with large-scale structure. Our method performs the
following steps:

1. complete measurement of a small representative
spatial region,

2. acquisition of few images of the full sample, and

3. synthesis of a complete BTF.

The term “representative” in this context means that the
region to be measured is chosen in such a way that it
contains all effects regarding reflectance and surface
structure which can be observed throughout the com-
plete material sample. The modeling of appearance as
BTFs gives rise to large amounts of data that need to
be managed efficiently. We therefore propose to per-
form all steps in a compressed representation, simi-
lar to the work on material interpolation by Ruiters et
al. [Rui13].
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The focus of this work lies on surveying the applicabil-
ity of texture synthesis to the task of completing sparse
BTF measurements, widely disregarding the further
challenges mentioned above. Evaluation takes place
on sparsified ground truth data for which our method
is able to produce visually pleasing results. We start
by providing an overview of related work in Section 2,
followed by a detailed description of our technique in
Section 3, including considerations on the right choice
of controlling constraints. We then deliver some exper-
imental results in Section 4.

2 RELATED WORK
2.1 Bidirectional Texture Functions
Bidirectional texture functions (BTFs) as introduced by
Dana et al. [Dan99] are one model to describe the re-
flection behavior of materials, closely related to bidirec-
tional reflectance distribution functions (BRDFs) and
their extension to the spatial domain, spatially vary-
ing BRDFs (SVBRDFs). For a taxonomy of reflectance
models, see e.g. the 2013 textbook by Haindl and Filip
[Hai13]. While plain BRDFs describe the reflectance
of a material depending on in- and outgoing light di-
rections only, the other two also take into account spa-
tial variations in the reflection behaviour of a material.
Both models share properties like energy conservation
and Helmholtz reciprocity. SVBRDFs may be a suffi-
cient representation for materials without complex sur-
face structure, but they are not able to capture non-local
effects such as self-shadowing, interreflections and sub-
surface scattering.

For modeling materials exhibiting such effects, BTFs
are regarded to be more suitable. A BTF can be in-
terpreted as a generalization of SVBRDFs where the
per-texel BRDFs are not true BRDFs anymore but ap-
parent BRDFs (ABRDFs) which account for the ef-
fects ignored by (SV)BRDFs. Formally, a bidirec-
tional texture function (BTF) is a six-dimensional func-
tion B(x,θi,φi,θv,φv), parametrized over surface posi-
tion x = (x,y), direction of incoming light θi,φi and
viewing direction θv,φv. Commonly, a discrete approx-
imation of this function is captured using photographic
devices like the camera domes proposed by Müller et
al. [Mül05] and Schwartz et al. [Sch13]. This leads
to a more intuitive interpretation of a BTF as a “stack
of textures”, where each texel does not longer contain
only one color value, but one for each combination
of lighting and viewing direction. The devices men-
tioned above provide a good tradeoff between sample
sizes and sampling density in spatial as well as in angu-
lar domain and support sample sizes of approximately
10cm× 10cm. For an overview on methods for ma-
terial appearance acquisition, see again the textbook
by Haindl and Filip [Hai13] or the recent survey by
Schwartz et al. [Sch14] focusing on BTFs.

Several methods have been developed to reduce the
large amounts of data resulting from a BTF measure-
ment. In our work, we utilize compression based on
singular value decomposition as it was first used by
Suen and Healey [Sue00] for dimensionality analysis
on BTFs. Applied to a matrix A, the result is a decom-
position into three matrices that, when multiplied, ap-
proximate the original matrix:

A≈ Ã =U ·Σ ·V T . (1)

The decomposition of a BTF is sketched in Fig. 2. The
number of eigenvalues and corresponding eigenvectors
which are kept determines both memory consumption
and visual fidelity of the compressed BTF.

x, y

ω
l,
ω
v
,λ SVD

A U

Σ VT

Figure 2: Schema of SVD-based compression of a mea-
sured BTF, stored in matrix A. The columns of A con-
tain ABRDFs, one for each surface coordinate (x,y),
while the rows contain textures, one for each combina-
tion of lighting direction ωl , viewing direction ωv and
bandwidth or color channel λ . A is decomposed into a
matrix U of eigen-ABRDFs, a diagonal matrix Σ con-
taining singular values and a matrix V of eigentextures.

2.2 Synthesis and Reconstruction
Texture synthesis has been an active field of research for
several years now. An elaborate survey of the example-
based texture synthesis methods from the 1990s to 2009
is given by Wei et al. [Wei09].
Also, the idea of synthesizing bidirectional texture
functions has been around for quite some years now.
Tong et al. [Ton02] propose a pixel-wise method to
synthesize a new BTF directly onto a surface. Another
approach, based on image quilting, is given by Zhou
et al. [Zho05]. Synthesis of realistic textures with
complex geometry like fur is the goal of the approach
by Furukawa et al. [Fur05]. Haindl and Hatka [Hai05]
propose a tiling method for BTFs. Leung et al. [Leu07]
also rely on tiling, generating a set of seamless Wang
tiles from a compressed representation of measured
BTF data. A recent approach by Ruiters et al. [Rui13]
transfers the idea of texture interpolation [Rui10] to
BTFs, allowing to generate a new texture which is
perceived as lying in-between the appearance of two
given input examples.
What these methods for BTF synthesis lack is the pos-
sibility to generate a BTF for a large material sample
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from a measurement of a smaller portion of it. There are
two main reasons for choosing Texture Optimization as
proposed by Kwatra et al. [Kwa05] for this task. On the
one hand, their algorithm allows for controlled texture
synthesis, and on the other hand, it was already suc-
cessfully utilized for the synthesis of BTFs by Ruiters
et al. in their interpolation method. The algorithm is
regarded lying in-between pixel- and patch-based ap-
proaches, as it optimizes the output texture pixelwise,
minimizing a global energy function of neighborhood
similarities.

An approach for reconstructing spatially varying ap-
pearance with reduced measurement effort was pro-
posed by Dong et al. [Don10], but only for SVBRDFs.
They also acquire data in two phases. First, they take
a set of representative BRDF measurements for manu-
ally selected surface positions using a one-pixel cam-
era. In a second step, they capture a set of key measure-
ments, measuring reflectance densely over the surface,
but angularly sparse. The actual reflectance vector for
a surface point is then constructed by fitting a mani-
fold of analytical BRDFs to the representative vectors,
controlled by the key measurements. It is not obvi-
ous how to adopt their method for BTF enlargement,
as ABRDFs contain non-local effects not captured by
(SV)BRDFs.

3 DESCRIPTION OF METHOD
Our method for generating BTFs for large-scale mate-
rial samples can be divided into three main parts:

1. Completely measure a BTF S for a small represen-
tative region,

2. acquire a set C of images of the large-scale struc-
ture using as few lighting and viewing directions as
possible,

3. and finally use controlled texture synthesis to com-
bine the gathered information resulting in a BTF for
the large sample.

In this work, we focus on the third step. We demon-
strate how texture synthesis can be applied to the prob-
lem of completing sparse measurements to obtain a
BTF for the full sample. Synthesis does not take place
on the raw data of a measurement, but on the Σ ·V T -
part of its compressed and logarithmic range reduced
version (see Eq. 1 in Section 2.1). This approach saves
computation time and memory and was already suc-
cessfully used for BTF synthesis and even interpolation
by Ruiters et al. [Rui13]. If the region for S is carefully
chosen to contain all aspects of reflectance and surface
structure present in the full sample, the ABRDFs stored
in U can be expected to contain all information needed
for a faithful completion.

We evaluate our method by reconstructing ground truth
data from BTF measurements, applying the workflow
depicted in Fig. 3a. In the following subsections, we
explain our reconstruction method as well as the prepa-
ration of input data in more detail.

3.1 Reconstruction Method
The main part of our reconstruction method is based
on Texture Optimization [Kwa05]. The algorithm
performs pixelwise optimization of the output texture,
minimizing a global energy function assembled from
local similarity measures of neighborhoods in the input
and output image. The energy function is constructed
as follows:

Et(x;{zp}) = ∑
p∈X†

‖xp− zp‖2, (2)

where x is the vectorized version of the texture X being
optimized, xp the subvector of x containing pixels in a
neighborhood of fixed size around p, zp a vectorized
neighborhood in the example texture Z which is most
similar to xp under the Euclidean norm, and X† ⊂ X
the set of neighborhood centers to consider. Optimiza-
tion takes place in an Expectation-Maximization-like
manner, alternating between optimizing the xp and zp.
For constrained synthesis, Et is augmented by a con-
trol term Ec, depending on x and a control vector u,
weighted by a coefficient λ :

E(x) = Et(x;{zp})+λEc(x;u). (3)

In this paper, we use a value of λ = 20 000, leading
to a ratio of nearly one-to-one between constraint satis-
faction and neighborhood similarity on the 151 ·151 =
22 801 views in S, see also Subsection 3.2.

To capture material structure at different scales, Kwatra
et al. propose to perform synthesis in a multi-level
fashion, starting from coarse image resolution and large
neighborhoods, successively reducing neighborhood
size and downsampling factor. We use a neighborhood
size of 8 ABRDFs and downsampling factors 1/4, 1/2

and 1 for our experiments.

Results from works like those by Ruiters et al. [Rui10]
have shown that during texture synthesis, high-
dimensional details are often lost. Therefore, they
propose to apply an additional step of Statistical
Synthesis as introduced by Portilla and Simoncelli
[Por00] to compensate for this effect. Their method
uses a wavelet transform of a sample image to generate
constraints which are then used to generate new images
obeying the same statistics. We follow this approach,
but incorporate it into a second optimization step
applied to the result of Texture Optimization.

Statistical Synthesis applies its modifications uniformly
over the Texture Optimization output, leading to the

Journal of VSCG

Volume 22, 2014 75 ISSN 1213-6972



“Raw” BTF 
Compressed  

reconstruction 

~ 

Sample 

BTF  Sample 

and compress S 

M M 

C 

SSVS
T 

CS 

SV 
T ~ ~ 

 
 I 

US 

Extract 

constraint images 

Set of 

images 

Crop spatially 

to match S 

Extract 

eigen-ABRDFs 

Use as 

constraint 

for synthesis 

Synthesis 

Input 

sample 

Extract 

eigentextures 

(a) Workflow for evaluating our methods on ground-truth data.

(b) 256×256→ 512×512.

(c) 128×128→ 128×128.

Figure 3: Our experimental set-up: (a) illustrates the workflow for input generation and ground-truth reconstruc-
tion, while (b) and (c) denote the regions in M from which the inputs are cropped: From the region bordered
green, the complete measurement S is taken, while the images for C are taken from the area bordered yellow (outer
region in (b)).

visible effect that sharpness in the region correspond-
ing to the sample gets exaggerated. To overcome this
issue, we then search for an optimal trade-off between
the results before and after Statistical Synthesis while
still obeying the constraints. Formally, we minimize
for each position p on the material surface the function

f (p) = α||xp−bp
1 ||

2 +β ||xp−bp
2 ||

2 (4)

under the constraint A · xp = bp, where xp are the
color values of the ABRDF to be optimized, bp

1 ,b
p
2

the ABRDF’s color values before and after Statistical
Synthesis, α and β constant factors levelling between
the two objectives, A those rows of the basis US of
S which correspond to the constraint images, and bp

being the color values in the corresponding positions
in the synthesis constraints unrolled as vectors. From
now on, we will omit the superscript p in favor of
readability.

By transforming Equation 4, we get

f (p) = 1/2 xT ·
(
2(α +β )I

)
· x (5)

+
(
−2(αbT

1 +βbT
2 )
)
· x+C

= 1/2 xT ·Q · x+ cT · x+C (6)

with c, C constants, which is known to be solvable us-
ing quadratic programming.

We implemented this optimization in a MATLAB
script, iteratively alternating between applying Sta-
tistical Synthesis to the result of the previous step
and optimizing for x that minimizes Equation 6 until
the result does not change significantly anymore. In
our experiments, two to five iterations were sufficient
to reach convergence. Algorithm 1 summarizes our

complete approach. The result of this algorithm,
applied to the inputs I and C as constructed in the
following subsection, is a reconstruction Σ̃ · Ṽ T of the
eigentextures of M. Combined with US , it forms an
approximation M̃ ofM:

M≈M̃=US · Σ̃ ·Ṽ T . (7)

Algorithm 1 BTF Enlargement

Input: Preprocessed sample BTF I, constraint set C.
Output: Synthesized Σ̃ ·Ṽ T for M̃.
R← Texture Optimization on I and C;
R′← /0;
whileR 6=R′ do
R′← Statistical Synthesis onR;
R← Quadratic Programming onR andR′;

end while
ΣV← Remove constraint information fromR′;
return ΣV .

3.2 Input Generation
All inputs for ground truth reconstruction are extracted
from a matrix M containing the raw data of an an-
gularly and spatially complete BTF measurement cap-
tured using the Dome I device described by Müller et
al. [Mül05]. Materials are sampled using 151 light-
ing and viewing directions, resulting in 22 801 textures
stored in M. The full sampling is sketched in Fig. 4,
where each green dot denotes the position of a camera
with built-in flashlight.

FromM, we extract a subset S cropped in the spatial
domain, taking the role of the representative measure-
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(a) Viewed from the
side.

(b) Viewed from top.

Figure 4: Positions of the 151 cameras and light sources
in the Dome I BTF acquisition device.

ment. It is compressed using singular value decompo-
sition, as sketched in Fig. 2:

S ≈US ·ΣS ·V T
S . (8)

The input sample for Texture Optimization is then given
by

Z = ΣS ·V T
S . (9)

Also fromM, a set C is extracted, consisting of images
in full spatial resolution, but only from few lighting and
viewing directions. These are used as the constraint
images. For the synthesis algorithm, the input sample
also has to contain a constraint set CS corresponding to
C. In a real-world scenario, the images constituting CS
should ideally be taken under the same conditions as
those in C. For our experiments, CS is extracted from
C by spatial cropping and then stacked together with
ΣS ·VS to form a multi-channel image serving as the
input sample I in Algorithm 1.

The cropping ofM used to extract S, and also of C to
extract CS is illustrated in Fig. 3b. The inner region,
bordered green, depicts the spatial region from which
S, spanning 256× 256 ABRDFs, is taken, while the
yellow bordered outer region is the area to reconstruct.
From this region, sized 512×512 ABRDFs, the images
in C are extracted.

Naturally, one would not want to take too many pho-
tographs, so we only considered samplings containing
no more than ten images:

1. Top light, top view image as only constraint, and

2. a sampling consisting of the top light, top view per-
spective plus nine randomly chosen combinations of
lighting and viewing directions.

To simulate the situation of taking the constraint pho-
tographs under diffuse daylight, we also evaluate the
use of a mean color image as constraint. One motiva-
tion for this idea is the possible effect that from some
lighting directions, highlights might mask the mate-
rial’s structure such that, for a bad choice of constraint
images, the Texture Optimization algorithm might still

lack information for a faithful reproduction of these
features. The constraint image c is constructed from
the material measurement by fixing one viewing posi-
tion (top view in our case) while averaging between the
color values for all viewing directions:

c(x,y) = ∑
(θl ,φl∈Ω)

M(x,y,θl ,φl ,θv,φv), (10)

with θv,φv fixed, and Ω the set of all lighting and view-
ing angles from whichM is sampled. An example im-
age generated for a piece of wood is shown in Fig. 5.

Figure 5: Example of a mean color image generated
from a BTF measurement for a piece of wood. (Bright-
ness enhanced for viewing.)

4 EXPERIMENTAL RESULTS
4.1 Single Constraint
All computations were performed on a desktop com-
puter with Intel Core i7-2600K CPU at 3.4 GHz and
16 GB of RAM, using a C++ implementation of Tex-
ture Optimization, a MATLAB MEX implementation
of Statistical Synthesis and a MATLAB script for it-
erative optimization, all operating in 64 bit. Texture
Optimization and statistical synthesis contain CUDA-
accelerated computations performed on an NVIDIA
GeForce GTX 560 Ti graphics adapter.

Our first experiments took place using only the three
color channels of the top light, top view image as con-
straints. An example for the reconstruction of a leather
measurement is shown in Fig. 6a, with the compressed
reference in Fig. 6b. One observation from these im-
ages is the severe blurring outside of the measured re-
gion of the reconstructed BTF. Fig. 6c shows that the
additional step of statistical synthesis after texture op-
timization indeed helps deblurring the result, but at the
cost of oversharpening in the sample region. After per-
forming the additional optimization step, the result ap-
pears to be visually much closer to the ground truth
data, as can be observed in Fig. 6d.

Running times for these results are about one hour for
Texture Optimization plus additional time of approxi-
mately 20 minutes for the iterative optimization.

As one can see in the renderings onto a cylinder in the
middle row of Fig. 6, details of the material’s structure
are lost for flat viewing and lighting angles. The ef-
fect is best visible when comparing the bottom thirds of
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(a) Reconstruction (Texture
Optimization only)

(b) Reference (c) Reconstruction after Statis-
tical Synthesis

(d) Reconstruction after itera-
tive optimization

Figure 6: Comparison of the reconstruction results for a sample of leather, rendered both onto a flat surface (top
row) and onto a cylinder (middle row). The bottom row shows a detail of the cylinder with enhanced contrast to
make differences more recognizable.

the zoomed and contrast enhanced images in the bottom
row. This behaviour is exactly what one would expect,
as the synthesis algorithm lacks information on how to
choose the correct color values for those angles when
only one constraint image is provided.

4.2 Multiple and Alternative Constraints
An obvious idea is to add more constraint images,
which corresponds to taking more photographs in a
real-world setting. Thus, this subsection demonstrates
the change in result quality when rising the number of
constraint images from one to ten.

To enable a faster evaluation, we switched to the setting
in Fig. 3c when producing the results in the remainder
of this paper. Here, the sample area as well as the region
to be reconstructed span 128×128 ABRDFs each, lead-
ing to computation times of about half an hour for Tex-
ture Optimization and iterative optimization together.

Result images are given in Fig. 7c. Comparison with
the images rendered using only one constraint image
(see Fig. 7b) suggest that additional constraints can in-
deed help improve details of the structure, but not with-
out cost. Some aspects of the structure are still not met
correctly, e.g. the results appear to be noisier now, es-
pecially the carpet.

One approach to avoid these drawbacks is the use of a
mean color image as a constraint, as proposed in Sec-

tion 3.2. Here, the contribution of a single light is only
1/151, such that theoretically, a highlight in an unfortu-
nate position cannot introduce a too large error onto the
overall reconstruction quality. When inspecting the re-
sult images in Fig. 7d, the results again look blurred,
and a change in color or brightness has occurred. Thus,
using mean color images as only constraint might not
be the right choice, but it might still prove helpful in
combination with different kinds of constraints.
As a numeric measure for the reconstruction error, we
use the average ABRDF RMSE as also used by Ruiters
et al. [Rui09]:

E =
1
n
·

n

∑
i=1

√
||Mi− M̃i||2

m
, (11)

with Mi the i-th ABRDF of the reference BDI matrix,
M̃i the i-th ABRDF of the reconstructed BTF matrix, n
the number of ABRDFs of M (and M̃, respectively) and
m the number of components of each ABRDF vector.
It must be pointed out that this error measure cannot
be used to compare between reconstruction quality for
different materials.
Error values for the reconstruction results illustrated in
this section are given in Table 1. Note that the refer-
ence also exposes an error Eref > 0, as we are compar-
ing compressed BTFs with 64 components to the un-
compressed data. We observe that in most cases, the
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(a) Reference. (b) Reconstruction (1 constraint).

(c) Reconstruction (10 constraints). (d) Mean color image as only constraint.
Figure 7: Comparison of reconstruction results for carpet, leather and wood (from top to bottom). Constraints
were: Top light, top view (Fig. 7b), random sampling (Fig. 7c) and mean color image (Fig. 7d). All images show
the results after two phases of iterative optimization.

value of reconstruction error increases with rising ef-
fort in constraint generation. For the results with ten
constraint images, this might be surprising, but it suits
to the observation that they look less blurred, but noisier
than those produced using only one constraint image.

5 DISCUSSION AND OUTLOOK
In this paper, we have demonstrated how a measure-
ment of only a subset of a material’s surface can be
completed to obtain a BTF for the full material sample.
It is obvious that even with our method working only
on compressed data, one will soon reach the limitations
of existing computer systems in terms of memory con-
sumption and computational power.

Thus, one step toward the applicability of our ideas to
larger problem instances has to be the development of

faster reconstruction methods, e.g. based on fitting lin-
ear models. Ideally, all information needed would be
preprocessed and stored in a more compact fashion, al-
lowing fast on-demand reconstruction, ideally directly
on the graphics hardware, instead of precomputing sev-
eral mega- to gigabytes of reflectance data.

Also, the concept of level-of-detail should be consid-
ered: If only one BTF is visible, probably the object
onto which it is mapped is viewed from a nearby view-
ing point, demanding all available details to be ren-
dered. On the other hand, if multiple BTFs are visible
in one scene, it is not implausible to assume that neither
of them needs to be kept in memory in full detail.

When sticking to Texture Optimization as a method for
BTF enlargement, there are also several entry points
for further evaluation. A deeper understanding of the
reasons for the blurring and the exaggerated sharpness
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Table 1: Average ABRDF RMSE values for carpet,
leather and wood reconstructions. Column legend: (1):
Texture Optimization only, (2): Texture Optimization
plus Statistical Synthesis, (3): Optimized.

(a) Carpet: Eref = 0.0095.

(1) (2) (3)

1 Constr. 0.0253 0.0306 0.0303
Random 0.0215 0.0262 0.0423
Mean Color 1.0030 1.0097 1.0079

(b) Leather: Eref = 0.0069.

(1) (2) (3)

1 Constr. 0.0160 0.0182 0.0185
Random 0.0153 0.0175 0.0238
Mean Color 1.0022 1.0017 1.0020

(c) Wood: Eref = 0.0029.

(1) (2) (3)

1 Constr. 0.0132 0.0161 0.0158
Random 0.0117 0.0151 0.0155
Mean Color 1.0072 1.0058 1.0064

might help to simplify the reconstruction method even
to the point where the additional optimization step be-
comes obsolete. A systematical evaluation of the influ-
ence of different values for the weighting coefficient λ

in Eq. 3 might be another aspect.

It is also not clear if a different method for preparing
the representative measurement could provide improve-
ments. This also includes questioning the use of loga-
rithmic range reduction during the compression step.

As we have seen from the results in section 4, the choice
of constraint images has a large impact on the visual
quality of the reconstruction results. Thus, an extensive
investigation on the choice of suitable samplings, or,
more general, methods for constraint generation, might
help improving result quality or reduce the number of
images needed to be taken. Aspects under considera-
tion should contain convenience of acquisition as well
as a reduction of processing effort and memory con-
sumption.

A major challenge which still has to be tackled is the
step from our idealized input data to a more realistic set-
ting. Currently, all inputs originate from existing BTF
measurements. Especially the constraint images are al-
ready resampled and reprojected, such that all pixels
are really taken from the same viewing angle and il-
luminated from the same lighting angle, which is not
true for real photographs. Thus, one would either have
to implement a constraint acquisition method exhibiting
exactly these properties, or to perform preprocessing on
real-world data to match the requirements.
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ABSTRACT
We propose a simple and efficient method to reconstruct materials’ bidirectional texture functions (BTFs) from
angularly sparse measurements. The key observation is that materials of similar types exhibit both similar surface
structure and reflectance properties. We exploit this by manually clustering an existing database of fully measured
material BTFs and fitting a linear model to each of the clusters. The models are computed not on per-texel data
but on small spatial BTF patches we call apparent BTFs. Sparse reconstruction can then be performed by solving
a linear least-squares problem without any regularization, using a per-cluster sampling strategy derived from the
models. We demonstrate that our method is capable of faithfully reconstructing fully resolved BTFs from sparse
measurements for a wide range of materials.

Keywords
bidirectional texture functions, sparse acquisition, material appearance

1 INTRODUCTION
In many applications, it is desirable or even imperative
to reproduce a material’s appearance faithfully and,
possibly, in real-time. For a wide range of materi-
als bidirectional texture functions (BTFs) – loosely
speaking, an image-based variant of the better known
spatially varying bidirectional reflectance distribution
functions (SVBRDFs) – provide good reproduction
quality, even at interactive frame rates. The acquisition
of high-quality, high-resolution BTFs of real-world
materials is, however, by many means expensive.
In particular, measurement times of typically many
hours per material make it very cumbersome to obtain
large BTF databases, as pictures of the material to be
measured have to be taken from many different viewing
angles and under many different lighting conditions.

We propose a simple and efficient method for the sparse
acquisition of material BTFs, assuming a sufficiently
large and heterogenous database of fully measured ma-
terials is available:

We demonstrate that linear models describing material
reflectance per texel are insufficient for this task be-
cause effects not local to texels frequently occur. We

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Left: Reference rendering along with the full
sampling. Right: Sparse sampling used to produce the
rendering of a sparse reconstruction shown below.

show that, instead, small BTF patches we call apparent
BTFs (ABTFs) provide a suitable foundation for such
models. In order to account for the high variance of
material surfaces, we propose to fit models to patches
clustered by semantic material class. From these mod-
els, sparse sampling strategies can be deduced that take
advantage of the peculiarities of existing BTF acqui-
sition devices. Reconstruction from such sparse mea-
surements can then be achieved efficiently by solving a
simple linear least-squares problem without regulariza-
tion.

We demonstrate that our method is able to reconstruct
fully resolved material BTFs of good quality from as
little as 6% of the original samples. It can be used
for substantially improving acquisition times or angu-
lar resolution, thus benefiting the most common BTF
acquisition devices.
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2 BACKGROUND
2.1 Bidirectional texture functions
BTFs have been introduced by Dana et al. [1] as an
image-based approach to spatially varying appearance.
Like SVBRDFs, they are 6-dimensional functions of
the form

B(x,ωi,ωo),

where ωi,o ∈ R2 are the incoming and outgoing light
directions, respectively, and x ∈ R2 is the position on a
parameterized surface V . In the case of material BTFs,
V is typically flat; it does not need to coincide with the
material’s actual surface geometry. It is generally as-
sumed that light sources are directional and have the
same spectrum. In particular, effects such as phospho-
rescene, fluorescence and subsurface scattering cannot
be captured accurately.

The fundamental difference from SVBDRFs is that the
function B(x,−) need not be BRDF-valued: the corre-
sponding per-texel reflectance function does not need
to adhere to Helmholtz reciprocity and conservation of
energy and is, therefore, capable of capturing non-local
effects such as interreflections and self-shadowing.
Moreover, because V does not necessarily coincide
with the actual surface, the per-texel reflectance
functions may also describe parallax effects. For these
reasons, the term apparent BRDF (ABRDF) has been
suggested by Wong et al. [18] for this kind of functions.
Conversely, the values of the function B(−,ωi,ωo)
are just 2D textures corresponding to specific pairs of
incoming and outgoing light directions.

2.2 BTF acquisition
Several setups for the acquisition of BTFs have been
proposed. We briefly review the most prominent
paradigms, as our method benefits all of them to a
greater or lesser extent. An in-depth overview can be
found in [16].

2.2.1 Gonioreflectometer
In what is historically the first BTF acquisition setup,
proposed by Dana et al. [1], the material sample is
placed on a turntable, and a camera and a light source
held by robot arms are moved across the hemisphere
above the sample to capture images of the sample under
different lighting and viewing conditions. The goniore-
flectometer is very flexible in terms of possible sam-
plings of the hemisphere, but measurement times are
excessive – on the order of weeks for a moderate angu-
lar resolution – due to the little amounts of light sources
and sensors and the movable parts’ low speeds.

2.2.2 Kaleidoscope
Han et al. [7] introduced an intriguing parallel setup:
The sample is placed underneath a tapered kaleido-
scope, lit and captured from a projector and a camera

placed at the other end, which allows for a number of
lighting and viewing conditions to be measured in a sin-
gle camera shot. By appropriately arranging the mir-
rors, the angular and spatial resolution can be adjusted;
however, both are typically rather low, and increasing
one leads to a decrease of the other, so there is always a
tradeoff to be made.

2.2.3 Camera domes

Camera domes as proposed, for instance, by Müller et
al. [11] and Schwartz et al. [15] ideally provide a highly
parallel means to acquire BTFs: A number of cam-
eras is spread across the hemisphere above the sample
holder. Their flashes or separate LEDs are used as light
sources. Parallelism may be traded for fewer cameras
and lower cost by placing the sample on a turntable in
order to achieve a similarly dense sampling of the hemi-
sphere. Due to the number of cameras, data transfer
times become a new bottleneck.

In all of the above setups, it is usually necessary to cap-
ture the same scene several times with different shutter
times in order to obtain HDR data.

2.3 Related work
To the best of our knowledge, no method for sparse re-
construction of entire BTFs has been proposed so far.
There exists, however, a number of methods for lower-
dimensional reflectance models:

In [10], Matusik et al. perform singular value decom-
position (SVD) on a database of 100 measured BRDFs
of a wide range of isotropic materials to obtain a linear
model.

In [9], the same authors introduce two methods for
sparse reconstruction of isotropic BRDFs: The first
method is based on a wavelet analysis of their BRDF
database. A set of basis wavelets termed common
wavelet basis is determined and used to reconstruct pre-
viously unseen BRDFs with approximately 1.5 million
samples from approximately 70000 measurements. The
second method uses the entire BRDF database itself
as a linear model for reconstruction of fully measured
BRDFs from as little as 800 out of the original approx-
imately 1.5 million samples, at the cost of slightly in-
creased reconstruction errors and the required availabil-
ity of the BRDF database. Samples are chosen using a
simple optimization algorithm such that the linear sys-
tem to be solved for reconstruction is well-conditioned.
They do not investigate how well their methods gener-
alize to more complex reflectance such as anisotropic
BRDFs or ABRDFs.

In [2], Dong et al. reconstruct a material’s SVBRDF
from a sparse measurement using a manifold con-
structed from analytical BRDFs fit to fully measured
BRDFs of manually selected representative points on
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the material’s surface. The algorithm is unlikely to
scale to BTFs because of the typically much higher
intrinsic dimensionality of the ABRDF manifold (cf.
section 4.1.1). A generalization to previously unseen
materials is not obvious, albeit conceivable.

Peers et al. [13] introduce compressed sensing [3] to
the acquisition of reflectance fields, assuming both 2D
outgoing (here: fixed viewing direction) and incident
light fields. Their algorithm uses a hierarchical, multi-
resolution Haar wavelet basis, taking spatial coherence
into account. It is not clear how to extend this approach
to a multi-view setup. Common BTF acquisition setups
only have a very limited number of light sources, where
the advantage of compressed sensing might be negligi-
ble. Due to these light sources’ brightness, we expect
shot noise to become a problem.

Conversely, in [8], Marwah et al. use sparsity-based
methods related to compressed sensing in order to
sparsely acquire 4D light fields with an angular res-
olution of 5× 5. They compute a dictionary of what
they call light field atoms – 11 × 11 spatial light field
patches which allow for a sparse representation of
natural light fields. Such a dictionary does not exist
in the case of ABRDFs or ABTFs; as demonstrated in
section 4.1.1, their dimensionality is likely too high.

Filip et al. [5] propose a vector quantization of BTFs for
the purpose of compression, guided by a psychophys-
ically validated metric. They conclude that as little as
10 – 35 % of the original textures are sufficient to main-
tain the same visual appearance in renderings. It would
be interesting to investigate whether there is a common
quantization for all materials, and if so, whether it could
be used for sparse acquisition. A large user study would
be needed in order to adapt the metric to a bigger BTF
database.

3 LINEAR MODELS FOR MATERIAL
BTFS

During measurement, a finite discretization of the mea-
sured material’s BTF B is obtained. After rectification
of the acquired images, the discrete BTF has a natural
representation as a matrix B ∈ Rn×m with the columns
representing the m discrete ABRDFs, each entry cor-
responding to some pair (ωi,ωo) of incoming and out-
going angle, and the rows representing the n rectified
textures (cf. figure 2).

3.1 Linear models & reconstruction
The goal is now to recover B from a sparse measure-
ment

B̃ = MB

of ns samples, where M ∈ Rns×n is a measurement ma-
trix, typically binary, which determines the sparse sam-
pling.

(x, y)

(ω
i,
ω
o)

Figure 2: Representation of a discretized BTF as a ma-
trix.

Arguably one of the most simple methods to attack this
problem is, given fully resolved training data D, to fit
a linear model D ≈ UC. An optimal fitting method in
terms of L2 error is to compute a truncated SVD

D≈ UΣVt

as established by the Eckart-Young theorem [4]. The
hope is that the model both

• generalizes to previously unknown data; i.e.

min
CB
‖UCB−B‖< ε (1)

• is expressive enough that a sparse sampling is suffi-
cient to find reasonable coefficients; i.e.

min
CB
‖M(UCB−B)‖< δ =⇒ ‖UCB−B‖< ε (2)

Provided B̃ has at least as many rows as columns, an
approximation of B may then be obtained via

B≈ U(MU)†B̃, (3)

where (MU)† denotes the Moore-Penrose pseudo-
inverse of MU.

It is well-known that the fitting of linear models through
minimization of L2 error is sensitive to outliers. In or-
der to decrease the influence of specular highlights, we
reduce the data’s dynamic range by converting the mea-
sured HDR RGB data to YUV color space, dividing the
U and V values by the corresponding Y value and ap-
plying log to the Y values.

Despite its simplicity, this approach has been demon-
strated in [9] to be quite effective in the special case of
isotropic BRDFs. It seems thus worthwhile to investi-
gate whether this generalizes to ABRDFs.

3.2 Linear models for ABRDFs
Linear models for ABRDFs are already being used for
compression and rendering of BTFs, often under the
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moniker full matrix factorization (FMF). In that case,
models are fit to a certain material’s ABRDFs only; i.e.
to B instead of a whole database D. The columns of U
and V are commonly refered to as eigen-ABRDFs and
eigentextures, respectively [12], in reference to their se-
mantic meaning.

It is reasonable to assume that for BTFs the ABRDFs
of which are close to being true BRDFs, a linear model
may perform similarly well as in [9] [10] with respect to
equations 1 and 2. However, as soon as surface struc-
ture becomes significant, reconstructions from sparse
measurements might easily miss effects such as self-
shadowing, interreflections, occlusion and parallax. We
shall demonstrate in section 4.2 that this is indeed the
case.

3.3 Linear models for ABTFs
In order to overcome these problems, we take spatial
information into account: instead of considering only
ABRDFs, we consider entire collections of neighboring
ABRDFs, which we call apparent BTFs (ABTFs), as
similar to ABRDFs they capture effects not local to the
specific patch such as interreflections or shadows cast
from neighboring patches.

The matrix B then takes on a different form, with its
columns representing discrete ABTFs, for instance as
vectors of stacked discrete ABRDFs belonging to the
same neighborhood. The corresponding measurement
matrix becomes 1p2 ⊗M, where p denotes the spatial
patch size and ⊗ the Kronecker product.

Note that an alternative to patches exists in the form of
appropriate filter banks, as e.g. demonstrated by Peers
et al. [13] A case has been made in favor of the sim-
pler spatial patches by Varma et al. [17], albeit in the
case of material classification: the authors demonstrate
that classification using spatial patches, which can be
as small as 3× 3 texels, is superior to that using filter
banks with equivalent support.

The intrinsic dimensionality of the ABTF database is
likely higher than that of the ABRDF database; in the
worst case by a factor equal to the patch size. To mit-
igate this to some extent, we propose to cluster the
database such that each cluster contains only materials
with similar surface structure, and determine the linear
models Dcluster ≈ UΣVt per cluster. The columns of U
shall be called eigen-ABTFs.

3.4 Sampling strategies
Once a model satisfying equation 1 has been estab-
lished, a measurement matrix M that takes advantage of
the model needs to be devised. We chose to implement
the simple optimization algorithm proposed in [10]:

M ∈ Rns×n is initialized as random binary matrix
with precisely one 1 on each row. The algorithm then

randomly replaces one row of M with a different ran-
dom binary unit row vector. If the condition number
κ(MU) does not decrease, the change is reverted. This
is repeated until convergence or a maximum number of
steps is reached (cf. algorithm 1). For ABTFs, the con-
dition number κ((1p2 ⊗M)U) is tested instead.

The intuition behind this choice is that the condition
number κ(MU) is an indicator of how robustly MU can
be inverted; i.e. of how well coefficients CB as in equa-
tion 2 can be found.

In its present form the algorithm is free to choose what-
ever pairs of incoming and outgoing light directions
lead to well-conditioned linear system. This approach
suits best the gonioreflectometer setup, where all such
pairs have equal costs. The algorithm can easily be
modified to take the parallelism of camera dome setups
into account.

While undersampling could be used in the kaleidoscope
setup as well, we argue it is more beneficial to use
the proposed method in order to increase the kaleido-
scope’s limited angular resolution.

Algorithm 1 Generation of a measurement matrix.
Input: desired number ns of samples
Output: optimized measurement matrix M ∈ Rns × n

M← random binary with exactly one 1 per row
while not converged do

M′←M
r← random binary row vector with ‖r‖0 = 1
random row of M← r
if κ(M′U)< κ(MU) then

M←M′
end if

end while
return M

4 RESULTS

For our experiments, we used an existing database of
high-quality measured BTFs. The measurement device
used to create the database is a camera dome with 151
cameras, the flashes of which are used as light sources,
resulting in an angular resolution of 151×151 (cf. fig-
ure 3a). The rectified textures have a spatial resolu-
tion of 512 × 512 pixels and correspond to a part of
the sample approximately 4 cm× 4 cm in size. The
database consists of 14 semantic classes with 12 mate-
rials each. We selected the classes carpet, cloth, gravel,
leather, metal, stone, wall tile, wallpaper and wood,
which exhibit significant inter- and intraclass variance.
We used 11 materials per class for fitting the linear
models and the remaining material per class for the pur-
pose of validation.
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(a) (b)
Figure 3: (a) Sketch of the acquisition setup. The red
points correspond to both light sources and cameras.
(b) Sketch of the 7 × 7 parabolic map sampling. The
red points correspond to both light sources and cameras.

All computations have been performed using MATLAB
2011b under Windows XP on a machine with two Intel
Xeon E5645 processors and 144 GB of RAM.

4.1 Model fitting
Computing at once a truncated SVD for either of the
entire database, or even single clusters thereof, is pro-
hibitive due to the computation time required. We
therefore used eigenspace merging to compute the SVD
hierarchically; i.e. we first use EM-PCA (cf. [14]) to
obtain approximate truncated SVDs of the single BTFs
and subsequently merge the resulting eigenspaces (cf.
e.g. [6]). In order to further reduce computation times,
we cropped the BTFs to a spatial extent of 128× 128
texels. For the purpose of comparison, we fit linear
models both to the ABRDF and the ABTF database.

4.1.1 ABRDFs
For a single one of our BTFs, 200 eigen-ABRDFs for
the log(Y ) channel and 100 eigen-ABRDFs for each the
U/Y and the V/Y channel provide a very high reproduc-
tion quality. We merged the resulting eigenspaces first
per cluster and then globally to obtain an ABRDF ba-
sis of 2048 eigen-ABRDFs. The entire process takes
approximately 30 minutes per cluster, including disk
I/O and the color space transformation, hence about 4.5
hours altogether.

Table 1 shows the relative projection errors ε that oc-
cur when projecting the log(Y ) channel of the test ma-
terial’s BTF onto the corresponding bases for various
numbers of basis ABRDFs; i.e.

ε =
‖U(U′B)−B‖F

‖B‖F

where ‖ · ‖F denotes the Frobenius norm. For compar-
ison, we include the relative projection errors for the
fully measured BTFs after FMF-compression retaining
128 eigen-ABRDFs, a number suitable for high-quality
real-time rendering. Typically, 1024 basis ABRDFs are
sufficient to achieve good projection results, which is
the lower limit on the number of samples necessary for
sparse reconstruction via equation 3.

4.1.2 ABTFs
For ABTFs, we computed bases per cluster. Following
the argument in [17], we used a spatial ABTF size of
3× 3. For performance reasons, we selected ABTFs
maximally without overlap, resulting in a database of
1764 ABTFs per material and 19404 ABTFs per clus-
ter. We again first computed bases per-material, retain-
ing 200 eigen-ABTFs for the log(Y ) channel and 100
eigen-ABTFs for each the U/Y and the V/Y channel,
and then merged the resulting eigenspaces per cluster.
This process takes approximately 2 hours per cluster, or
18 hours in total.

Table 1 shows relative projection errors (cf. sec-
tion 4.1.1) for the log(Y ) channel for 1024 and 2048
basis ABTFs in comparison with errors for reconstruc-
tions from ABRDF-wise projections. The projections
themselves were produced by collecting all possible
3 × 3 ABTFs from the test BTF and projecting them
onto the appropriate cluster’s basis. BTFs are obtained
from this representation by computing the reconstruc-
tion and blending the patches, all texels weighted
equally. Typically, 2048 basis ABTFs provide almost
as good projections results as 1024 basis ABRDFs.

4.2 Reconstruction
Figure 4 shows renderings of BTFs reconstructed with
the proposed method, table 2 the corresponding relative
reconstruction errors

ε =
‖U((MU)†B̃)−B‖F

‖B‖F
.

For comparison, we include renderings of the FMF-
compressed original fully measured BTFs and their
sparse reconstructions from ABRDF-wise linear mod-
els, along with the relative projection errors, which con-
stitute lower limits for the relative reconstruction er-
rors. BTFs were produced from ABTF-wise sparse re-
constructions as described in section 4.1.2. We used
two different sampling strategies: a 7 × 7 parabolic
map mapped to the closest light and camera positions
of the acquisition setup’s full sampling, which may be
considered a vague approximation of a kaleidoscope’s
sampling (cf. figure 3b), and optimized samplings with
the same number of samples produced by algorithm 1.
Both samplings consist of 1369 samples in total, or 6 %
of the original 22801 samples.

4.2.1 ABRDFs
As predicted in section 3.2, ABRDF-wise reconstruc-
tion produces acceptable results only for materials with
simple surface structure and reflectance – here: stone
and wood – and even then only with the optimized sam-
pling. Leather and metal already exhibit annoying ar-
tifacts; the results for even more complex materials are
unsuitable for any practical purpose.
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# basis ABRDFs # basis ABTFs
class FMF 128 256 512 1024 2048 1024 2048

carpet 5.4 6.2 5.6 5.1 4.6 4.0 5.3 5.1
cloth 2.7 4.0 3.2 2.6 2.1 1.7 2.9 2.7
gravel 5.0 8.0 6.7 5.6 4.7 4.0 5.4 4.9
leather 1.5 2.9 2.4 2.0 1.6 1.3 1.9 1.8
metal 1.0 3.2 2.5 2.1 1.8 1.6 2.7 2.2
stone 0.6 3.1 2.5 2.0 1.5 1.2 1.8 1.5
wall tile 0.4 5.6 4.7 3.8 2.9 2.1 2.2 1.7
wallpaper 2.7 5.2 4.4 3.6 3.0 2.4 3.4 3.1
wood 0.8 2.3 1.9 1.6 1.3 1.0 1.2 1.1

Table 1: log(Y ) channel relative L2 projection errors in percent for various numbers of basis ABRDFs. FMF:
Projection onto per-material ABRDF basis with 128 eigen-ABRDFs.

ABRDF ABTF
class proj pmap7 optimized proj pmap7 optimized

carpet 4.6 27.6 11.4 5.1 7.3 6.3
cloth 2.1 11.1 5.4 2.7 3.6 3.2
gravel 4.7 26.7 11.8 4.9 8.0 7.0
leather 1.6 8.0 4.0 1.8 2.3 2.1
metal 1.8 8.8 4.6 2.2 3.8 3.3
stone 1.5 6.3 3.4 1.5 2.3 2.3
wall tile 2.9 10.0 6.3 1.7 6.9 6.8
wallpaper 3.0 14.8 7.0 3.1 4.2 4.2
wood 1.3 6.3 2.9 1.1 1.6 1.5

Table 2: log(Y ) channel relative L2 reconstruction errors per cluster in percent. proj: Projection onto common
basis. pmap7: Results for reconstruction from parabolic map sampling. optimized: Results for reconstruction
from optimized sampling.

4.2.2 ABTFs

In contrast, even the non-optimized sampling is suffi-
cient to produce convincing reconstructions of moder-
ately complex materials using ABTF models. Where it
is not, the optimized sampling often helps; only gravel
and wallpaper exhibit perceivable artificats. The high-
light of wall tile is not quite as sharp as it should be, and
there are some artifacts in the highlight of metal visible
mostly in the corresponding amplified error image (cf.
figure 4f).

4.3 Limitations
While the proposed algorithm performs well in many
situations, it has a number of limitations:

Most notably, it relies on the availability of a database
of fully measured BTFs. Depending on the materials to
be measured, that database must be quite encompass-
ing; however, if e.g. only leathers are going to be mea-
sured, then a small database of a few measured leather
BTFs might already be sufficient.

Without any regularization the lowest possible number
of samples is precisely the number of basis ABTFs di-
vided by the patch size. Typically, a greater number is
necessary for robust results.

Reconstructions of material BTFs with highly complex
surface structure may still suffer from artifacts visible
in common lighting scenarios. It is not clear whether
larger patch sizes could mitigate this. Even if so, this
would likely lead to an undesirable significant increase
of computation times and memory consumption.

For the same reason, the algorithm is constrained to
moderate sampling rates. It would also be difficult
to bootstrap a sufficiently large and heterogenous BTF
database with substantially higher sampling rates.

5 CONCLUSION
We demonstrated the general possibility of efficient
sparse acquisition of BTFs for a wide range of mate-
rials, provided a database of fully measured optically
similar materials is available.

It would be interesting to investigate whether our results
could be improved further. A possible approach is to
further improve the linear bases, for instance by feature-
aligning the ABTFs prior to fitting the models. It is
also unclear how suitable our manual clustering of the
database actually is. Automatic methods might be able
to find a better optimization, possibly even consisting
of fewer classes.
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(a) (b) (c) (d) (e) (f)
Figure 4: Renderings of reconstruction results.
(a) ABRDF-based reconstructions from 7 × 7
parabolic map sampling (1369 samples).
(b) ABRDF-based reconstructions from optimized
sampling (1369 samples).
(c) FMF-compressed ground truth (22801 samples).
(d) ABTF-based reconstructions from optimized sam-
pling (1369 samples).
(e) ABTF-based reconstructions from 7 × 7 parabolic
map sampling (1369 samples).
(f) 20 × absolute differences between (c) and (d).

Moreover, our linear models might also be useful for
purposes other than sparse reconstruction; for instance,
it might be possible to use them to leverage the quality
of BTF measurements produced with consumer-grade
hardware, or under conditions less controlled than in
the discussed setups.
Although the improvement in measurement cost is sig-
nificant, the amount of samples needed still leaves room
for further improvement. Depending on the material, it

should not be impossible — at least given a rough es-
timate of the material’s surface structure — to obtain
satisfactory reconstruction results from less than 100
images. Both our experiments and compressed sens-
ing theory suggest, however, that this barrier cannot be
broken merely using unregularized linear methods. It
thus seems worthwhile to investigate non-linear meth-
ods such as manifold learning or texture synthesis.
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