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1. Introduction

It is ideal to represent phenomena and real-world problems in numerous applied sciences using
delay differential equations (DDEs), a type of functional differential equation, that is characterized by
taking into account the temporal memory of events. In both pure and applied mathematics, physics,
meteorology, engineering, and population dynamics, there are many applications for the study of
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functional differential equations. The properties of these equations of different orders are a topic that
is addressed by all of these sciences. For global existence and uniqueness theorems for differential
equations, pure mathematics focuses on the existence and uniqueness of solutions. Applied
mathematics, however, places a greater emphasis on the careful justification of the qualitative
behavior of solutions (oscillation, periodicity, stability, global attractivity, Hopf bifurcation, control,
synchronization, etc.) see [2-5].

Finding sufficient conditions to assure that all solutions of DDE oscillate is one of the main aims of
oscillation theory. Ladde et al. [6] were among the first to outline oscillation theory, covered the work
up until 1984. The focus of this book is on how divergent arguments affect the oscillation of solutions.
The book by Gyori and Ladas [7], which made significant contributions to the development of
linearized oscillation theory and the relationship between the distribution of the roots of characteristic
equations and the oscillation of all solutions, is one of the key works in the field of oscillation theory.

The deflection of buckling beams with constant or changing cross-sections, electromagnetic waves,
three-layer beams, gravity-driven flows, etc., are only a few examples of the many disciplines of applied
mathematics and physics from which the fourth-order differential equations are formed. Due to its
widespread use in the study of physical sciences, mechanics, radio technology, lossless high-speed
computer networks, control systems, life sciences, and population growth, the oscillation theory of
fourth-order differential equations has recently attracted a lot of attention, see [8—10].

In recent years, oscillation theory has received significant attention from researchers who have
conducted various studies to understand the oscillation behavior of functional differential equations of
different orders. This area of research continues to be active, with new findings emerging frequently.
Specifically, when investigating the oscillatory behavior of functional differential equations, the
second-order equations received the most attention from researchers [11-19], followed by the
third-order equations [20, 21], whereas the fourth-order and higher-order differential equations
received comparatively less attention [22,23]. Investigation of the oscillatory behavior of solutions of
the fourth-order quasi-linear DDE

(@@ @” ®)") +q@®u (c®)=0, 121, (1.1)
is the main topic of this paper, where we assume the following constraints during the study:

(H,) a > 0is aratio of two odd integers, a € C! ([ty, ), (0, 0)), g € C ([ty, ), [0, o)), and a’ (£) > O.
(Hy) o € C ' ([ty, ) ,R), o(t) < t, o’ (¢) > 0, and lim,_, 0 (£) = 0.

A function u € C3([t,, ) ,R), t. > 1, is said to be a solution of (1.1) if it has the property a(u’”")* €
C! ([t., ), R), and satisfies equation (1.1) for z > ¢,. We consider only those solutions « of (1.1) which
satisfy sup{lu(?)| : t > #;} > 0, for all #; > ¢.. A solution of (1.1) is called oscillatory if it is neither
eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory. Equation (1.1) is
said to be oscillatory if all of its solutions are oscillatory.

In the next part of the introduction, we review some important results that dealt with the oscillation
of DDEs of even orders.

Agarwal et al. [24] established criteria for oscillation of the nth-order DDE

(

where t > o, n is even, F € C([#p, 00) X R,R), and sgn F (¢, u) = sgn u.

4D (,)|“‘1 u=n (;))’ + F(t,u(o (1)) =0, (1.2)
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Theorem 1.1. [24, Corollary 2.1] If there exist p, u € C' ([ty, ) ,R*) such that
p (@ <inf{t,o (O}, limu(s) =co, p' (1) >0
—o0

and

. f L (s
1 - e
ﬁrii‘fpfm (p D T oo ey )P T

then the DDE ,
(I OF ™ O +q @) lu (o @I ulo (1) =0,

is oscillatory.

Theorem 1.2. [24, Theoerem 2.3] If F (t,u) sgn u > q () [u|” for u # 0 and a > 0, and

lim supz®®™~V f g(s)ds > ((n— 1N,
y(©®

—o0
then (1.2) is oscillatory, where y (t) :=sup{s >ty : o (s) < t}.
In both canonical

fw a V' (s)ds = o, (1.3)

and non-canonical cases, Baculikova et al. [25] studied the asymptotic and oscillatory properties of the
nth-order DDE

(a@ (")) +q® f @ @) =0, (1.4)

where uf (u) > 0 for u # 0, f (u) is nondecreasing, and

—f (=xy) =2 f(xy) = f (%) f (), for xy > 0.

Theorem 1.3. [25, Corollary 1] Assume that (1.3) holds, f(ul/") J/u>1for0 < |ul <1, and for some

5e(0,1),
! n—1
lirninff q(s)f(( A O )ds>1.

Then, (1.4) is oscillatory.

Koplatadze et al. [1] established sufficient conditions for the DDE
u () + g u(o (1)) =0,n22,

to have Properties A and B, and considered the odd and even cases for the order.
For neutral equations, Li and Rogovchenko [26] investigated the oscillatory behavior of the neutral
DDE

U +pOuEON” +qg@Ou(c @) =0, n> 4. (1.5)

They derived two oscillation results which complement and improve the results in [27-29]. Baculikova
and Dzurina [30] introduced comparison theorems for the oscillation of (1.5).

AIMS Mathematics Volume 8, Issue 7, 16291-16307.
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For second-order, recently, Baculikova [31] and Baculikova and Dzurina [32] extended the results
in [1] to the non-canonical case of the DDE

(a@®u' (1) +q@) fulo@®) =0,

and the canonical case of the DDE

(au ®)" +q®u (o @) =0.

In this paper, in the canonical case, we begin by finding some monotonic and asymptotic properties
of a class of positive solutions to the DDE (1.1). Then, as an extension of the results in [1], we deduce
a new condition that excludes positive solutions in the class under study. Moreover, we introduce a
criterion that guarantees the oscillation of all solutions of the studied equation.

2. Preliminary results

We begin with some useful lemmas concerning the monotonic properties of the nonoscillatory
solutions of the studied equations. To simplify the presentation of the main results, we define the
following functions: p’, (f) := max {0, p’ (1)},

A 1 ! )
1o (1) :=f ——ds, 17; (1) :=fni-1(S)ds, i=1,2,
1

1
, al’e(s) o

and
70 = { 7o Oy (o () (1), fora > 1;
T o O 04, fora < 1.

Lemma 2.1. /33, Lemma 2.2.3] Let w € C" ([ty, 0), (0, o)), w™ be of fixed sign and not identically
zero on [ty, o) and assume that there exists t; > to such that w"=D ()w® (£) < 0 for all t; > ty. If
lim;, w (¢) # 0, then there exists t, € [t;, o) such that

H n-11, (n—1)
w(t) > mt |W (t)| >

)
foreveryu e (0,1)andt >t,.

Lemma 22. [34] Let w € C"(lty,),(0,00), w?(@® > 0 for i = 1,2,..m and
W (#) < 0, eventually. Then, eventually, w (&) [w' (1) 2 €t/m for every € € (0, 1).

Lemma 2.3. [35] Let A > 0 and B be real numbers. Then

@ a+1
(i) 1o B**
Bp — Ag' VI < @t AT (2.1)

Lemma 2.4. Assume that u is an eventually positive solution of (1.1). Then u satisfies one of the
following cases, eventually:

P) : u>0,u >0, u" >0, u” >0, (a@”)) <0,
(P : u>0,u >0, 0 <0, u” >0, (@) <0.
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Notation 1. The class of all eventually positive solutions satisfying case (Py) or (P,), in Lemma 2.4, is

denoted by N, or N, respectively.
Lemma 2.5. Assume that u € N,. If

f 175 (0 (5)) g (s)ds = oo
10

then

Bi)uz> a’u""ny;

(B12) u” /1o and u/n, are decreasing;

(B13) u > u""m2/no;

(Bl,4) limt—wo M(f)/ﬂz(t) =0

(Bi,s5) lim,_eo u”’(£)/m0(2) = O

Proof. (B;) The monotonicity of a'/*u”” implies that

' 1
u’ (1) = fal/a(s)uw(é‘) alle(s)
> a'*(Ou"” ()no (1) .

Integrating twice more from ¢, to ¢, we obtain

u > al/au///nl ,

and
u> al/(y ///n
(By,) From (2.3), we obtain
1\’ l/a "
(u_) _atur
o al/“ﬂo

Since u”' /nyis decreasing, then

0> [z S 0.

1no(s) 1o (1)

From this we deduce that

uw 4 u//nl _ nou/
(o
m m

Since u’/n; is decreasing, then

' (s) LAY
u(t)thl m—ay 1 (s)ds l(t)ﬂz(t)-

Consequently

w\ u'my—mu
(1] <oy
2 m,

AIMS Mathematics

ds > al/a(t) ’"r (t)f

(2.2)

l/a( )
(2.3)

(2.4)

(2.5)
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(By3) From (2.4) and (2.5), we find
m
uz—u".
Tlo
(B14) Since u/n, is positive and decreasing, lim,_,., u (t) /n,(t) = I, > 0. We claim that /; = 0. If not,
then u (¢) /n,(¢) > [; > 0 eventually. Integrating (1.1) from #; to ¢, we have

f q(s)u’(o(s))ds

13|

' a u®(o(s))
j; q(s)ny (o (S))mds

!
Iy f q(s)ny (o (s))ds — oo as t — oo,

1

a(ty) (u” (11))"

%

\%

\%

which contradicts (2.2). So that, [; = 0.
(B15) Since u”’/no is positive and decreasing, lim,_,., u” (f) /no(t) = I, = 0. We claim that [, = 0. If not,
then u” (t) /no(t) = [, > 0 eventually. Integrating (1.1) from ¢, to ¢, we have

a(ty) (W ()" 2 f q(s)u’ (o (s))ds.

131

From (2.4) and (2.5), we get

u
uz—Ip
Mo
Therefore,
! a
Y (u”(0(5)))
a(t) ("' ()" = f ()3 (0 ($)———ds
DU = | aOETO)
f
> l‘{f q(s)n5 (o (s))ds — o0 as t — oo,
151
which contradicts (2.2). So that /, = 0. Hence, the proof of the lemma is complete. O

Since 7 is increasing, there exists 4 > 1 such that

t
770—() > 1 (2.6)
1o (o (1))
Lemma 2.6. Assume that u € N,, and there exists a 6 > 0 such that
1
—a'* ()T Ome()g (1) 2 6. (2.7)

Then
(Ba,1) u” [y is decreasing;
(Bap) u” [ is increasing, where 6y = 6"/ 2°.
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Proof. Assume that u € N,. It follows from (2.7) that

\%

f 77(2Y (o (s)q(s)ds mds

— o0oast — oo,

So (2.7) guarantees condition (2.2).
(By.1) Note that (B 5) in Lemma 2.5 implies

lima'™ @) u” (t) = 0.
—00

By integrating (1.1) from 7 to co, we conclude that

a (tu” (t) = ( f ) q(s)u® (o (s)) dS)

(a(uw”)*) = a(al/“u"’)/ (al/"u’”)a_l )
Putting into (1.1), we obtain
(a" @ @) + é (") ™ gl @ (1) = 0.
is a positive decreasing function and satisfies
¢ (1) + éq(%l_“ (Hu (o (1) =0.

On the other hand, (B; ;) in Lemma 2.5 implies

u® (o (1)) = ¢ (o() n; ((1) > ¢" (175 (o(1)) .

Substituting the previous inequality into (2.11), we have

1
¢ (@) + a1 ()¢ (1) < 0.

By using (2.7), we obtain

which implies

We present the auxiliary function

y=(1=80u"—anou.

AIMS Mathematics

(2.8)

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)
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16298

Differentiating y, we get
yl — —51/[,,, _ ¢/n0 2 _6u/// + 5u/// — 0'

Therefore, the function y is increasing and has constant sign, eventually. If y (f) < O for # > ¢#;, then this
implies that u” /5, is increasing. Using this fact together with (2.7) and (2.9), we have

00 1/a
a’u’ () = (f q(s)u“(O'(s))ds)

N (f“’ 1 as uZ(O'(s))ds)l/a-
. alle(s)mo (s) 5 (o (s))
Since u/n, is decreasing, then

al/oz (t) '’ (t) > (foo ad u® (S)ds)l/a (2 14)
“\Jr @ (s)no(s) s (s) ' '

From (B, 3) in Lemma 2.5, we find

00 1/a
1/a " ad ” a
a (t) u (t) 2 (j; Cll/a (S) r]g+l (S) (u (S)) dS) .

Since u” /5y~ is increasing, then

l/a " T _ao : . (S) )a )l/a
a (t) u (t) > (‘[ al/a (S) 7786+1 (S) (ncl)—é (S) dS

a0 ( f“’ o5 1 ds)““
T o \Jr al () potl (s)

Ll”(l)
Mo (1)

>

It follows from the last inequality that (1" /no)" > 0. This is a contradiction and we deduce that
y=(1-8u"—a"n@)u” >0,

which implies that

7N 1/a "o _ 7
v
My all*m,
(B,2) From (2.7) and (2.9), we have
1/a

aOu (1) > ( f ) q(s)u“(a'(s))ds)
N ( f‘” s u® (o (s)) ds)”".
. al’e(s)mo (s) 5 (o (s))

AIMS Mathematics Volume 8, Issue 7, 16291-16307.
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From (B, 3) in Lemma 2.5, we get

1/a " ® ad (l/{” (O- (s)))a )l/a
aTOuT 0 = ( f PPN ORICIO I

( f“’ s 1 ( (o (5)) )“ ds)”“
o @l ()0 () ng (o ()) \mpy™ (07 () '
Since u”’/ 77(1)‘5 is decreasing, then

1/a
1/a " * ad 1 (I/l// (S))a
a' (u” (1) > [j: al’e (s)no (s) 7786 (o (s)) ng(l—é) (s)ds .

Since u” is increasing, then

1/a
1/a 1" ” * (029 7786 (S) )
a’* (Ou” (1) = u’(1) (j; AT ) () T (o (S))ds .

Using (2.6), we obtain
00 1/a
1/a 1" " ao ad
a“u’ @) = ut ——A%ds
O u” (1) ()([ T ) )
00 a 1/a
> 5”‘1/16u"(t)(f —1/1“‘5ds)
o al(s)nyt (s)
> g0
B 1o (2)
Then .,
a, u
a'‘u"’ > 60—,
o
or equivalently
a'u""'ny — dou’ > 0. (2.15)

From the last inequality, we deduce that

’
(l/t” ) al/au///no _ 6014”

00
My

= >
1/a4, 1160 = O’
a 770

which means that u”’/ 7]30 is increasing. Thus, the proof is complete. O

Lemma 2.7. Assume that u € N,, and (2.6) and (2.7) hold for some A > 1 and 6 € (0,1). Then, the
DDE

(" 07 ®) +6q)z (o @) =0, (2.16)

has a positive solution, where

[ ra-ered foraz1;
T LA - 60T fora< 1.

AIMS Mathematics Volume 8, Issue 7, 16291-16307.
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Proof. Assume that u € N,. We have

(@YY = afateu) @y

Using this relation in (1.1), we get

(@ @ O) + = (@ Ou"0) ™ oo (s) =

From (B, 3) in Lemma 2.5, we have

1 175 (o (1))
1/a " 1/a 2 2 ” a
(" @ @) + = (a0 ®) g o & @O 0.
Since u” /1y~ is decreasing, then
., al/(lu///
=T1_s

For a > 1, we get

Va, (u”)l ! _ o\l
(a u) > (1-9)

Since u”’/ 77(1)‘5 is decreasing, we find

u” (o (1)) e

O S S G oy

(®).

Hence

” l-a
W’ (1)) > M(

(o @)’
Substituting (2.20) into (2.19), we arrive at

')

(1= D)

— (" (o ()"
(o )

(¢ @yu” ) =

From (2.6), we obtain

(1 _6)1—(1/ /16((1/—1)

” -«
o () (u” (o @) .

(" Wuw ) " =

Combining (2.17) and (2.21), we have

(1 =6 22D p3 (o (1)

(al/a/ (t) u/// (l’)), 4 ~ no(o- (t))

qg(u” (o @) <0,

or equivalently ,
(@ @ u” ®)) + kiGou” (o 1)) < 0.

(2.17)

(2.18)

(2.19)

(2.20)

(2.21)
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Letting z := u”, we get that z satisfies the linear differential inequality

(a" ()2 ) + kg2 (o (1) < 0.

Corollary 1 in [36] ensures that the corresponding DDE (2.16) has a positive solution.
For @ < 1, from (2.9), we get

1-a

| 0
(a" yu” @) +5( f g(s)u’ (a(s))ds) gt (o (1) = 0

From (B 3) in Lemma 2.5, we obtain

—a

1/a 1 ’ l foo 77(21(0- (S)) ” T 77(2Z(0- (t)) ” a
(a" @ u” ) +a(t U)oy @ @O ds| a0 W @ @) <0,

Since u”’/ 7780 is increasing, we arrive at

oo [z5)

R ACKC ) LG o
0 ds 0
(f g(s) 222 RS 4~ o W @O

Therefore,

o1 q(t) no®) | 15 (0 (s)) v
1/a " - ’
(@ @ u” @) + 2 T @ ) @ @) [ j: q(s)—a(l i ())ds W (@ () <0.  (2.22)

Using (2.6) and (2.7), we have
* n5 (o (s)) f"" 1
e 4 > s d
f, Wi weo® = ) e oo e

oY) 1
f o (1 ~50) a(1-00) 1/a ds
t (o)), (s)a ()10 (5)

o a(do—1)—1
ad %1% f %_(S)ds
! all® (s)

\%

\%

1-6
S 1¢(1-60) a(éo

_ D
= 7z 60 ().
From (2.22), we obtain
1/a 1" 15 ¢ /l(l ~)(1~60) (O- (t)) 77(60 b= (Z) ’
(a" 0w @) + - TToE a1 2 BT OO

which in view of (2.6) yields

(@ @) + 2 LA o < 0,
a(1-gp)= M)

or equivalently
(@ @u” 1) + kg’ (o (1) < 0.
Asin the case of @ > 1, we can complete the proof of this case. The proof of the lemma is complete. O

AIMS Mathematics Volume 8, Issue 7, 16291-16307.
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3. Oscillatory criteria

Theorem 3.1. Assume that (2.6) and (2.7) hold for some A > 1 and 6 € (0, 1). If

o (1)
lim sup{ (o (t))f 7 7170(( z )) q(s)ds

o [ q(( )( Sds ) @ ) f ((r(s))Zi(s)ds}> FAEAY

and there is a p € C ([ty, ), (0, 00)) such that

ale l/a ’ 2
limsupf[p()f [ ()f (O-(V)) dv) dg_w)ds:oo, (3.2)

4p (s)
for some € € (0, 1), then (1.1) is oscillatory.
Proof. Assume the contrary that u is an eventually positive solution of (1.1). From Lemma 2.4, u € N,
oru € N,.
Assume first that u € N,

2. It follows from Lemma 2.7, Eq (2.16) has a positive solution. An
integration of (2.16) from ¢ to oo yields

7 () >

al/liyl(t) f q(s)z(o(s))ds.

Integrating once more from ¢, to ¢, we obtain

! 1 ©_
z(t) > Kf Tf q(s)z (o (s))dsdo
13 a'l (Q) ©

! 1 ‘ -
‘[ o ( [Tz [ z;(s)z((f(s))dsdg).
n a Q(Q) o P

Thus, we get

1

z() >k f 10 ()G (s)z (0 () ds + ko (1) f q(8)z(o(s))ds.

Hence,

o (1) 00

z(o () > « f 10 ()G (8)z (0 () ds + ko (o (1)) f ()Q(S)Z(G(S))ds
o (1) t

Kf M0 (8)q () z (o (5))ds + ko (o (1)) q(s)z(o(s))ds

131 ()

v

+k119 (0 (1)) f q(8)z(o(s))ds.

Using the facts that z/ 17(‘)‘5 is decreasing and z/ ng" is increasing, we arrive at

1 © m(s) "o _
L %m)f Ao AOs oo [ emaed

o(t)

AIMS Mathematics Volume 8, Issue 7, 16291-16307.
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1
+—
™ (o (1))

This is a contradiction.

f 12 (o (5)) G (s) zds.

Assume now that u € N,. Integrating (1.1) from 7 to oo and using the fact that (a (u””)*)" < 0, we

obtain

—a(@®) (" ®)" = - f g (s)u® (o (s))ds.

(3.3)

Using Lemma 2.2, we find u > etu’ for all € € (0, 1). Integrating this inequality from o to 7, we get

u(@ (@) (a(r))”f
u@ —\ ot '

Therefore, (3.3) becomes

0o ale
a(t)@” ®)" = f q(s) ) u(s)ds.

t

o (s)
s
Since u’ (t) > 0, then

00 afe
a ()W’ ©)" > u® (1) f q(s)(is)) u(s)ds,

s

1 00 afe
u"’(t)Zu(t)(a—(t) f q(s)(%s)) u(s)ds)

Integrating this inequality from ¢ to co, we have

or equivalently
1/a

” (1 (T o ()| v
u (t)s—u(t)f Wg)f q(s)(T) u(s)ds| do.
1 0

Now, define
ul
wi=p—.
u
Then, w(¢) > O fort > t; > 1y and
, /ul u// (u/)Z
wo= p—+tp——p—
u u u
u/l ’ 1
Y
u p P

Hence, by (3.4), we get

(3.4)

00 1 00 (Y/E 1/(1 ’ 1
W (D) < —p () f (@ f q(s)(“(”) ds) w0+2 0 2e. 33
t 0

s p (D) v

Using Lemma 2.3 with B = p’, /p, and A = 1/p, we obtain
’ /7 2
p P 4p

p (D)
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Consequently, (3.5) leads to

O e AN
w<r><—p(t>f ( ()f q()( ) ) LR

Integrating this inequality from #; to #, we have

oo co ale U@
[ f o ol ) - o even
which contradicts (3.2). Hence, the proof of this theorem is complete. O
Example 3.1. Consider the DDE
(™ (" ®)") + u” (oot) = 0, (3.6)

IS(Y y+1

withy < a, 0y € (0,1) and gy > 0. By comparing (1.1) and (3.6) we see that a(t) = t¥, o (t) = ot.
Then

_ tive _ P2l _ £l _ m@®  _  _yla-1
Mm@ = i y/“; m O = f5megmr 0 = Seemegmr 40 = w4 = gem = 00
-y S(1-y/a)
— o9 490 /e oy :
0= PR T mmpe TR 0g=0 (0'0) , and condition (3.1) in Theorem 3.1 leads to
(] — (] 0
ﬂaga y-6(-y/a) @Jga y=a(1 y/a)(l 20- y/a)) + iaga vy 2 (3.7)
1-¢6 ) 1- 50 K1

where
0=(1-y/)"™ Q2-y/a)*B-y/a).
Also, condition (3.2) in Theorem 3.1 is met where p (t) = t* and

@’ (3a —y)
> ————. 3.8
90 200 (3.8)
Now, by using Theorem 3.1, Eq (3.6) with a > 1 is oscillatory provided that (3.7) and (3.8) are satisfied.

Setting values for y and «, the above criteria generated the oscillatory results of Eq (3.6).
4. Conclusions

In this paper, we investigated the asymptotic properties of positive solutions for fourth-order
quasi-linear DDEs in the canonical case. There are new conditions that ensure that Eq (1.1) has no
positive solutions. In addition, we prove an important theorem that ensures all solutions of Eq (1.1)
are oscillatory if certain criteria are met. Finally, we provided an example that supports our research
and illustrates the significance of the results. In our future study, we will try to generalize these
criteria to include the n-th order DDE.
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