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ABSTRACT

This article proposes an OSGi-based infra-
structure for context-aware multimedia services
in a smart home environment. A context-aware
multimedia middleware (CMM), which supports
multimedia content filtering, recommendation,
and adaptation according to changing context is
presented. It also performs context aggregation,
reasoning, and learning. To foster device and
service interoperability, CMM is integrated with
an OSGi service platform. We envisage the
OSGi-based infrastructure to fill the niche of
three gateways in a smart home: network con-
necting, context provisioning, and multimedia
personalizing.

INTRODUCTION

The rapid development of broadband Internet
access and wireless communications has
enabled residents at home to easily and conve-
niently access to a broad spectrum of multime-
dia content and services. Such digital
multimedia space is often resided by a net-
worked of electronic appliances, such as TV,
hi-fi, PC, PDA, personal video recorder
(PVR), and mobile phone. For better audio
and visual experience, the provisioning of mul-
timedia content and operations of multimedia
devices need to be customized based on chang-
ing contexts (i.e. context-aware multimedia
services).

Context-aware multimedia services are cog-
nizant of user contexts and able to adapt to
them seamlessly. In a smart home environment,
a context-aware multimedia service can, for
example, record favorite TV programs of family
members, show suitable content based on a
user’s social activities (e.g., holding a birthday
party), and present content in an appropriate
form according to the capabilities of the display
device and network connection.

Context-aware multimedia services have
attracted much attention from researchers in
recent years, and several context-aware multime-
dia systems have been developed. However,
building context-aware multimedia systems is

still complex and time-consuming due to inade-

quate infrastructure support.

To address this challenge, we propose an
Open Service Gateway Initiative (OSGi)-based
context-aware multimedia infrastructure for
building and rapidly prototyping such services in
a smart-home environment. The OSGi [1] is an
emergent open architecture that lets us deploy a
large array of wide area network services to local
networks such as smart homes, work spaces, and
automobiles. It defines a standardized and com-
ponent-oriented computing environment for net-
worked services. OSGi offers the following
benefits: platform independence, application
independence, multiple service support, service
collaboration support, security, multiple home
networking support, and simplicity.

Leveraging the OSGi architecture, we devel-
op a context-aware multimedia middleware
(CMM). CMM contributes as a platform for
multimedia content filtering, recommendation,
and adaptation based on changing context. To
ensure total exploitation of context information,
CMM is enhanced with the capability to aggre-
gate, reason, and learn about context informa-
tion generated by ubiquitously available context
sensors embedded in the smart home. The
OSGi-based infrastructure can suitably fill the
niche of three gateways in a smart home:
¢ Network connecting gateway. It connects all

kinds of information appliances. It also

bridges the external networks with the inter-
nal networks and devices.

* Context provisioning gateway. It accom-
plishes context aggregation, reasoning, and
learning.

e Multimedia personalizing gateway. It per-
forms multimedia content filtering, recom-
mendation, and adaptation.

RELATED WORK

There have been several systems presented to
provide generic architectural supports for con-
text-aware multimedia applications. Although
Tseng et al. [2] propose a multimedia middle-
ware for video transcoding and summarization,
they acquire context in an ad hoc manner. Eiker-
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ling and Berger [3] propose a service infra-
structure to support user mobility for delivery of
multimedia content, which is implemented based
on OSGi. QoSDREAM [4] is a middleware
framework providing context support for multi-
media applications. These two systems are simi-
lar to our infrastructure; however, they merely
handle location context. Our CMM middleware
integrates both multimedia middleware and con-
text middleware. The multimedia middleware
performs multimedia content filtering, recom-
mendation, and adaptation. The context middle-
ware, on the other hand, is responsible for
various processes in context aggregation, reason-
ing, and learning. The infrastructure therefore-
outperforms the previous solutions by enabling
integrated processing of multimedia content with
vast variety of context information in a systemat-
ic manner.

To build an infrastructure supporting device
interoperability and service management, a stan-
dard should be followed in the construction. Sev-
eral standards are laid to solve interoperability
issues among consumer electronics appliances,
such as Multimedia Home Platform (MHP),
OpenCable, Jini, Universal Plug and Play
(UPnP), and Home Audio Video Interoperabili-
ty (HAVi). MHP and OpenCable attempt to
adapt existing Internet and Web standards for
digital television (DTV) so that interactive ser-
vices, especially broadcast streams, can be
offered on set-top-boxes (STBs) and PVRs.
They can provide interoperability at the applica-
tion level, regardless of the applications’ broad-
caster or the manner in which it is broadcast.
However, they lack efficient support for data
sharing between devices in a smart environment.
Besides platform approaches, Jini and UPnP are
device identification and service discovery mech-
anisms that enable devices interoperability and
communication. HAVi, which relays on IEEE
1394 buses, purely focuses on connection-specif-
ic features but lacks interconnection support.

While each of these standards functions on
its own protocol, there is a need to interoperate
them in a digital multimedia home. OSGi is pro-
posed to fulfill this task. It focuses on service
delivery, home networking, and bridging external
networks with internal devices. It can leverage
the above mentioned industry standards in its
implementations. OSGi defines a lightweight
framework for delivering and executing service-
oriented applications. In addition, the OSGi
framework delineates application programming
interface (API) standards for the execution envi-
ronment of services. These APIs address service
cradle-to-grave life cycle management, interser-
vice dependencies, data management, device
management, resource management, and securi-
ty. Using these mechanisms, end users can load
services on demand, while the service gateway
manages the installation and configuration of
these services.

REPRESENTATION MODEL

Multimedia and context representation is an
important part of context-aware multimedia sys-
tems. Since multimedia metadata and context
information are often parsed and processed by

automated systems interoperating with third-
party services and applications, they need to be
represented with standard-oriented, flexible, and
interoperable models.

MULTIMEDIA REPRESENTATION

MPEG-7, formally named “Multimedia Content
Description Interface,” is the de facto multime-
dia description standard that has been widely
accepted in industry and academiaa, and popu-
larly utilized in many applications. MPEG-7
Multimedia Description Schemes (MDS) specify
a high-level framework that allows generic
description of all kinds of multimedia, including
audio, video, image, and textual data.

We choose MPEG-7 Creation DS and Clas-
sification DS to describe information about
the multimedia content, such as the title, key-
word, director, actor, genre, and language.
This information is very useful to match user
preferences and special needs. The Variation
DS is used to specify variations of media con-
tent as well as their relationships. The Varia-
tion DS plays an important role in our
context-aware media recommendation by
allowing selection among different variations
of the media content in order to select the
most appropriate one for adapting to the spe-
cific capabilities of terminal devices and net-
work conditions.

CONTEXT REPRESENTATION

We propose an ontology-based context model

for context representation. In the modeling

approach, Ontology Web Language (OWL) [5]

is adopted as representation language to enable

expressive context description and data interop-
erability of context. In the domain of knowledge
representation, the term ontology refers to the
formal and explicit description of domain con-
cepts, which are often conceived as a set of enti-
ties, relations, instances, functions, and axioms

[6]. Using ontologies to model contexts offers

several advantages:

* By allowing users and environments to share
a common understanding of context struc-
ture, OWL ontologies enable applications
to interpret contexts based on their seman-
tics.

* Ontologies’ hierarchical structure lets devel-
opers reuse domain ontologies (e.g., of
users, devices, and activities) in describing
contexts and build a practical context model
without starting from scratch.

* Because contexts described in ontologies
have explicit semantic representations,
semantic Web tools such as federated
query, reasoning, and knowledge bases can
be leveraged to support context interpreta-
tion. Incorporating these tools into context-
aware multimedia services facilitates context
management and interpretation.

CMM ARCHITECTURE

We designed CMM, which is based on our rep-
resentation model, to enable rapid prototyping
of context-aware multimedia applications (Fig.
1). It consists of the following components:

e Context aggregator: aggregates diversity of

|
We propose an
ontology-based
context model
for context
representation.

In the domain of
knowledge
representation, the
term ontology refers
to the formal and
explicit description of
domain concepts,
which are often
conceived as a set of
entities, relations,
instances, functions,
and axioms.
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context information from various sources
such as hardware sensors and software pro-
grams, converts them to OWL representa-
tions, and asserts them into the context
knowledge base

e Context reasoner: infers abstract higher-level
contexts (e.g., a user’s activity) from basic
sensed contexts, resolves context conflicts,
and maintains knowledge based consistency

* Context learner: deduces user preference of
multimedia through implicit machine learn-
ing techniques

* Content filter: filters the incoming live multi-
media content and only records those that
the user favors to local storage (e.g., per-
sonal digital recorder)

e Content recommender: estimates the score
for media content and determines its appro-
priate form for a particular context

e Content adapter: performs multimedia con-
tent adaptation enabling it to be presented
in a particular terminal and transferred
under a specific network condition

The components are described in greater detail

below.

CONTEXT AGGREGATOR

The context aggregator aggregates a diversity
of context information from an array of
diverse information sources. Context aggrega-
tion helps to merge the required information
related to a particular entity (e.g., user) or
relevant to a particular context-aware system
(e.g., all contexts needed by smart TV ser-
vice). It then asserts them into the context
knowledge base for further reasoning and
learning.

We deployed various hardware sensors in
our prototype system, including location sen-
sors, lighting sensors, microphones, and video
cameras. We also developed some software
programs to capture context, such as GUIs for
explicitly inputting user preferences and daily
schedules, observers for capturing user feed-
back to specific content, and monitors for
detecting terminal capabilities and network
characteristics.

CONTEXT REASONER

The context reasoner infers abstract high-level
contexts from basic sensed contexts, resolves
context conflicts, and maintains knowledge base
consistency. To support various kinds of reason-
ing tasks, we can specify different inference
rules, and preload them into the appropriate
logic reasoner. We adopted a rule-based
approach based on first-order logic for reasoning
about contexts. It provides forward chaining,
backward chaining, and a hybrid execution
model. The forward-chaining rule engine is
based on the standard Rete algorithm. The back-
ward-chaining rule engine uses a logic-program-
ming engine similar to Prolog engines. A hybrid
execution mode performs reasoning by combin-
ing both forward and backward chaining.

Our current system applies Jena2 generic rule
engine [7] to support forward-chaining reasoning
over the OWL represented context. To perform
context inference, an application developer
needs to provide horn-logic rules for a particular
application based on its needs. The context rea-
soner is responsible for interpreting rules, con-
necting to context KB, and evaluating rules
against stored context. We have specified a rule
set based on the forward-chaining rule engine to
infer high-level contexts (e.g., a user’s social
activity in the smart home).

CONTEXT LEARNER

Preference context plays an important role in
multimedia personalization services. The context
learner deduces and updates user preference by
compiling statistical analysis on user viewing his-
tory aggregated by the context aggregator from
all kinds of media playing devices (e.g. PC, tele-
vision, PDA). The details of centralized prefer-
ence learning in a ubicomp environment based
on a master-slave architecture and implicit learn-
ing algorithm that applies relevance feedback
and a naive Bayes classifier approach were
described in [8].

The centralized learning approach has several
advantages. First, it learns user preference by
utilizing overall feedback information as opposed
to other traditional methods that just use partial
feedback information in one device. Second, the
approach can relieve pervasive devices with lim-
ited resources from computation- and storage-
consuming learning tasks. These devices are
merely responsible for observing user behavior
and uploading feedback information to the
aggregator.

Intuitively, a multimedia content is often
viewed by a group of users, e.g., a family, friends
in a party, etc. Therefore, sometimes the com-
mon interest of the group users is needed for the
purpose of recommendation. The context learn-
er can also deduce the group preference by
merging individual user preferences into a com-
mon one [9].

CONTENT FILTER
The content filter evaluates between incoming
multimedia content and preference context. It
compares features in a media item with terms
that characterize a user’s watching preferences
to determine whether the user likes it. Only
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media items that have a high degree of similarity
to the user’s preference would be recorded to
the local storage or directly forwarded to the
recommender. The multimedia content filtering
strategy by using Vector Space Model (VSM)
was presented in [10].

The content filter also records content
according to a user’s situation context. For
example, knowing the user is currently partici-
pating in a legal course, the filter will record
law-related documentaries (e.g., legal cases).

CONTENT RECOMMENDER

The content recommender provides the right
content, in the right form, to the right person
based on all categories of context. The recom-
mendation output consists of two aspects for a
media item: score and form. The score implies
the degree of interest that a user pose about the
media item, while the form means the presenta-
tion features (e.g., modality, format, and frame
size) on a particular device.

For the purpose of efficient context processing
in content recommendation, we classify context
into three categories: preference context (user’s
taste or interests for media content), situation con-
text (user’s spatio-temporal and social situation,
e.g., location and time), and capability context
(physical running infrastructure, e.g., terminal
capability and network condition). The content
recommender first calculates the similarity between
the media item and the preference context by
adopting Vector Space Model. Then, it evaluates
the probability of the media item belonging to the
situation context. The score is obtained as the
weighted sum of the above calculated similarity
and probability. The appropriate form is deter-
mined by applying rule-based approach to infer
presentation details from the capability context.

CONTENT ADAPTER
The content adapter performs multimedia con-
tent adaptation by using two techniques: summa-
rization and transcoding. Multimedia

summarization means summarizing an audio-
video item into a short one that can be viewed
within a time constraint. Multimedia transcoding
involves transforming the content from one
media type to another so that the content can be
suitably processed by a particular device or effi-
ciently delivered by a specific network condition.
For instance, most handheld computers are not
capable of handling video data due to their
hardware and software constraints. Therefore,
video information can be accessed alternatively
through sets of images captured from the video
through the transformation/transcoding process.

Multimedia adaptation can be statically done
at authoring time prior to delivery or dynamical-
ly done on the fly if needed. In our system both
strategies are accommodated. If the content
comes directly from the filter, online adaptation
is done. Otherwise, when the content is recorded
to the PDR, offline adaptation is performed to
prepare content variations for later consump-
tion. To perform online transcoding of images,
we utilize the open source compression/decom-
pression libraries from the Independent JPEG
Group (http://www.ijg.org/). The video transcod-
ing is implemented based on the public domain
software for H.263. The Power Video Converter
(http://www.apussoft.com/) is used for offline
adaptation that covers rich functionalities (e.g.,
converting between different video formats/
frame sizes/frame rates, splitting video, trans-
forming video to audio, and extracting images
from video).

OSGI-BASED INFRASTRUCTURE

We integrated CMM with the OSGi service plat-
form to build a reliable and secure system that
can deliver and manage context-aware multime-
dia services in a smart home environment. The
overall system architecture is shown in Fig. 2.
The OSGi-compliant residential gateway is
deployed for wide-area services provisioning and
management to the local networked devices, and
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providing a ground for services interoperability
among the heterogeneous in-home devices and
standards. The CMM architecture leverages the
OSGi service platform, allowing multimedia con-
tent providers who are distributed in different
networks to deliver reliable and secure context-
aware multimedia services into the smart home
environment. Various multimedia clients in the
home can be communicable and monitored by
the residential gateway via different home net-
working technologies, and adapt their operations
as the context changes.

The OSGi service platform refers to the soft-
ware stack embedded in the OSGi-compliant
residential gateway. As shown in Fig. 3, the ser-
vice gateway software architecture consists of
three layers: the OSGi layer, the system layer,
and the physical interface layer.

The OSGi layer is composed of two key com-
ponents: the service framework and service bun-
dles. The service framework provides a service
hosting environment as well as a set of common
APIs to develop application bundles. It also
includes several basic service bundles such as
configuration management, user management,
device management, permission administration
(security), and HTTP service. The context ser-
vice and multimedia service components are
built on top of the OSGi framework. Each com-
ponent can be constructed as an independent
bundle. In the OSGi environment, bundles are
the entities for deploying Java-based applica-
tions. A bundle is a Java Archive (JAR) file that
comprises Java classes and other resources. The
system layer refers to the Java Virtual Machine
and operating system (OS) in the residential
gateway. Specifically, the OS performs the func-
tionality of IP forwarding, firewall, and Network
Address Translation (NAT). The physical inter-
face layer deals with the low-level communica-
tions, comprising various WAN and LAN
connectivity interfaces to and from the residen-
tial gateway.

DEVELOPING AND DEPLOYING
CONTEXT-AWARE
MULTIMEDIA SERVICE

This section illustrates how the CMM and OSGi-
based infrastructure described above can be used
to author a novel prototype context-aware multi-
media service. First, we present a general-pur-
pose process for context-aware multimedia
service development using CMM. Then we
describe a real context-aware multimedia ser-
vice, called ContAwareMovie, and deploy it on
the OSGi-based infrastructure.

SERVICE DEVELOPMENT PROCESS UsING CMM

With CMM, the process of developing context-
aware multimedia services is as simple as four
general steps (Fig. 4):

 Step 1: The development process begins by
determining the collection of context that is
required by the context-aware multimedia
service to fulfill its functionality.

e Step 2: The context-related functionalities
in CMM are specified. If the required con-
text is a kind of low-level context (e.g.,
location and time), the context aggregator
is directly assigned to collect it. If the
required context on the other hand is the
abstract high-level context (e.g., social
activity), the service-specific inference rules
are specified and preloaded into the con-
text reasoner.

¢ Step 3: The multimedia-related functional-
ities in CMM are specified according to
the context that needs to be processed.
For instance, if the capability context is
considered, the content adapter is defi-
nitely required. Within content recom-
mendation, if only the preference context
is taken into consideration, then the
weighting factors of preference context
and situation context should be assigned 1
and 0, respectively.

¢ Step 4: The service logic and interaction UI
are developed. Context-aware behavior is
implemented, with access to context
through submitting queries to the corre-
sponding listener APIs.

DEPLOYING CONTAWAREMOVIE

Following the above mentioned developing
steps, we have built a smart movie prototype,
namely ContAwareMovie. The prototype environ-
ment consists of an OSGi-compliant residential
gateway, a media server, a PC, a mobile phone
(Sony Ericsson P900), and various sensors. The
residential gateway is built on an Intel Celeron
600 MHz processor and 256 Mbytes of memory.
It runs the embedded Linux (kernel 2.4.17)
operating system and the ProSyst mBedded serv-
er (http://www.prosyst.com/) as the OSGi service
platform. The ContAwareMovie is packaged as
an OSGi bundle and published as an OSGi ser-
vice. We use Prosyst’s framework package
(www.prosyst.com/osgi.html) for editing and
managing bundles, managing users and security,
and so on. The media server continuously broad-
casts media content to the gateway. Then the
ContAwareMovie delivers multimedia content to
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I_Robot.263

(b) (9

B Figure 5. ContAwareMovie screenshots: a) playing high-quality video on a PC terminal; b) playing low-
quality video on a mobile phone; c) displaying text on a mobile phone.

users based on various contexts. The client-side
application was running on the PC and the
mobile phone.

In a particular scenario, we mainly considered
the watching time (situation context) and termi-
nal/network condition (capability context). Radio
frequency identification (RFID) technology was
adopted to identify the user. The terminal capa-
bilities were obtained through explicit input
when the device was registered to the system.
For example, based on the watching time, the
movie with the highest score is I, Robot. Under
different terminal/network conditions, the dis-
playing forms may vary accordingly. First, we
compare the content presented in different
devices with sufficient network bandwidth for
H.263 video streaming. The video playing on the
PC terminal features 576 x 240 frame size and
30 frames/s frame rate (Fig. 5a), while a small
size (OCIF, 176*144) and low frame rate (10
frames/s) video on the mobile phone (Fig. 5b).
Second, we compare the content presented in
the mobile phone in different conditions of
transmission bandwidth. In this case, with high
network bandwidth over Ethernet (e.g., 112.6
kb/s), the content displaying is video (Fig. 5b),
while in the condition of very low bandwidth
over Bluetooth (e.g., 3.7 kb/s), the displaying
modality is text that summarizes the plot of ],
Robot (Fig. 5¢).

CONCLUSION

In this article we propose an OSGi-based infra-
structure for context-aware multimedia services
in a smart home environment. We first present a
context-aware multimedia middleware (CMM)
and then integrate it with an OSGi service plat-
form. Developing CMM on top of the service-
oriented OSGi open standard can provide a

robust and interoperable infrastructure for
building, provisioning, and managing context-
aware multimedia services in smart homes and
beyond. We also present a general-purpose pro-
cess for context-aware multimedia service devel-
opment using CMM, and built a real service on
the OSGi-based infrastructure.

We plan to implement a few improvements to
our system. First, GUI-based toolkits will be
built for service visual design, implementation,
and testing. Then mechanisms for interspace
context discovery [11] will be added to the infra-
structure.
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