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Abstract

We propose a method for increasing word recogni-
tion accuracies by correcting the output of a handwrit-
ing recognition system. We treat the handwriting recog-
nizer as a black-box, such that there is no access to its
internals. This enables us to keep our algorithm gen-
eral and independent of any particular system. We use
a novel method for correcting the output based on a direct
“ phrase-based” system in contrast to traditional source-
channel models. We report the accuracies of an in-house
handwritten word recognizer before and after the correc-
tion. We achieve highly encouraging results for a large
dataset.

1 Introduction

Any handwriting system, such as handwritten infor-
mation retrieval, is composed of a preprocessing compo-
nent, a handwriting recognition(HR) system and a search
engine. For appreciable user experience, such compo-
nents must be robust against noise as the input to the the
next component in the pipeline is the output of the pre-
vious. Component systems are often devel oped indepen-
dently and possibly by different groups. In most cases, the
internals of one component are not accessible to the devel-
opersof the next component in the pipeline. In such cases,
these components (e.g. HR) must be treated as black
boxes where only their output is observed (Figure 1a).
Unfortunately, the output of these systems is error-prone.
Table 1 shows performanceof pre-processing (line separa-
tion and word segmentation) and word recognition on 20
(control) document images of different writing styles [6].
As can be seen from the illustration, word recognition is
the most difficult piece of the solution.

Thus, the performance of any usable system that in-
volves ahandwriting recognition system as one of itscom-
ponent will highly depend on its accuracy. Unfortunately,
the state-of-art in handwriting recognition for a moderate
lexicon of size ~ 10k is~ 40% [15]. Any improvementin
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Figure 1. a) Typical NLP architecture b) NLP archi-
tecture with proposed correction model.

the performance of the recognizer will improve the over-
all user experience of the systems that use them as one of
the components. In this paper we decribe anovel “phrase-
based” system for the correction of the output of a word
recognizer that was developed in CEDAR [17]. We treat
the recogni zer as ablack box that requiresthreeinputsviz.
i) aword image, ii) alexicon and iii) an integer n < 10.
As outputs we can acquire top-n hypothesis from the lex-
icon for that word image. We process the output from the
HR and correct it using a model trained for that particu-
lar HR system. Thus, we add an additional modulein the
pipeline. Figure 1 describesin ablock diagram the outline
of the proposed system.

In section 2 we describe the related work. In section
3 we introduce our proposed technique. We describe our
training data, test dataand experimental settingsin section
4. We describe our model in section 5 and the evaluation
of our system performance in section 6. We finally con-
cludein section 7.

2 Reated Work

There has been some work on post-processing of the
OCR output. A general survey of theresearchin thisarea



Table 1. Performance of line separation, word segmentation and word recognition modules.

writing style | discrete | cursive | mixed | tota
# of images 6 5 9 20
Line Separation # of lines 118 101 210 429
# of lines 114 97 198 409
Separated 96.6% | 96.0% | 94.3% | 95.3%
Word Segmentation | # of words 641 692 1,427 | 2,760
# of words 597 631 1,379 | 2,607
segmented 93.1% | 91.2% | 96.6% | 94.5%
Word Recognition | top 1 432 268 750 1,450
72.4% | 42.5% | 54.4% | 55.6%
top 10 541 459 1.081 | 2,081
90.6% | 72.7% | 78.4% | 79.8%

can be found in [9]. Jones et a. [4] describe a multi-
pass OCR post-processing system which carries out indi-
vidual word corrections, combined edit distance correc-
tions and bigram probability based correction in different
passes. Perez-Cortes et a. [11] use a stochastic finite
state machine to test hypothesis of words. If the machine
accepts the word, then no correction is made, otherwise
the smallest set of transitions that could not be traversed
show the most similar string in the model. Pal et al. [10]
describe a method for OCR error correction of Devana-
giri script using morphological parsing. Some of these
techniques are highly dependent on the language and use
features that are specific to the language in question, and
so do not scale to a different language. Secondly, they
have been applied on machine print OCR that convention-
ally use*“ character-models’ as opposed to the handwriting
recognition systems that follow the word-based “ multiple
choice” paradigm. Thus, training the character confusion
matrices is not straight forward. The method we propose
here is trainable. Although we only show results on the
in-house recognizer, the technique is adaptable to other
recognizers and even other scripts where training data is
available. Okan et a. [8] introduce a generative prob-
abilistic character OCR model that describes an end-to-
end process in a noisy channel framework. The technique
they describe is implemented as a cascade of finite state
transducers. We propose a different approach to this prob-
lem. We cast this problem as a simplified “trandlation”
task where the source languageis the error-full HR output
and the target language is the corrected output (truth).

3 Proposed Technique

The erroneous output from the OCR can be thought
of as an output from a noisy channel problem[1]. It can
be considered as a black-box through which the signal
(truth) when passed gets corrupted and emerges out as

the degraded output. We can learn the corruption mod-
els (correction model in the direct model framework) and
then use this knowledgeto correct the output. We leverage
theresearch in Statistical Machine Trandation (SMT) sys-
tems by casting this correction task as a simplified trans-
lation task. We propose a direct phrase-based transla-
tion approach that has proven effective in machine trans-
lation (e.g., [14], [7]). The phrase correction model has
various advantages over a simple word model with post-
processing. One, that this model adapts to the behaviour
of the word recognizer instead of only post processing
the output based on linguistic and dictionary rules. Sec-
ond, due to modelling longer “ngrams’, it captures the
context in which the errors were made and thus yields
different correction options based on different context.
This strength can be utlized to model the effects of co-
articulation in handwriting. In addition to this, as we shall
show in Section 5, we could potentially model segmenta-
tion errorsas well.

Asis done in atypical SMT system, given sentence
pairs in the source (foreign) and the target (english) lan-
guages, we first align the source and target words. Word
alignments can be obtained using one of several tech-
nigques such asHMM alignments[16], Maximum Entropy
aignments [3], or Maximum-Posterior alignments [18].
Once a sentence pair is word-aligned, we extract phrase
pairs (also referred to as block in the statistical machine
trandation literature) in a manner similar to [14]. These
phrases are then used in combination with an n-gram lan-
guage model to trandate the source language into the tar-
get language.

We model the correction as a simplified trandation
task. The source language in our case is the OCR out-
put (error-full) and the target language is the truth (cor-
rect). Since there is no word re-ordering as is the case of
atypical MT task, the alignments can be obtained eas-
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Figure 2. Samples generated for the same word
‘word’.

ily by minimum edit distance alignments or monotone
HMM alignments. We used a simple dynamic program-
ming minimum edit distance alignment.

4 Training and Test Data

Due to lack of large truthed handwritten datasets,
we automatically generated images from the english
text used in the Conference on Computational Nat-
ural Language Learning (CONNL 2003) shared task
(http: //mww.cnts.ua.ac.be/conll2003/ner/).  Since our
model required the learning the behaviour of the recog-
nizer and the most common corrections for the mistakes
that it makes, it iscritical that the same input to the recog-
nizer is providedin various styles and forms. Thiswas not
possible from any existing sentence database. Thus, we
had to rely on generating data that would simulate hand-
writing. In case such databases are available, they can
easily be utlized or even added to the current model with
absolute ease. The handwriting is generated from text by
concatenating character templates generated by the Blums
Media Axis Transform [2] from actual handwritten sam-
ples. Thisisfollowed by character auto-scaling, automatic
baseline determination, ligature modelling, ligature join-
ing, skeleton thickening and smoothing. The visual anal-
ysis and accuracies of the recognizers on this data support
our simulation technique for generating handwriting sam-
ples. Details of this method can be found in [13]. In or-
der to model the multiple writer scenario we sampled the
characters at random from a set. Thus, during generation
of aword e.g. 'word’ at different positions in the data we
sampled uniformly for 4 from different handwritten char-
acter samples {w;, o, 7;, d; }. Figure 2 showsthe different
samples generated for the same word.

We split the datainto atraining set (75%) and atest set
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Figure 3. Examples of merge/split errors.

(25%). Thetraining data consisted of 127690 words from
1055 documents. Similarly, the test data consisted 40789
words from 340 documents. Table 2 gives the details of
the two sets.

Thein-house handwriting recogni zer used for recogni-
tion of these imagesis alexicon driven HMM based word
model recognizer [17]. The recognizer takes input as a
lexicon and theword image. A lexicon of size ~ 21K was
generated from the training data. Thus, during the recog-
nition of the training data we used a closed lexicon such
that the truth of the image being recognized was present in
the lexicon. We used the same lexicon for recognizing the
test data and observed that it covered 95% of the words
and the rest were treated as OOV's (Out Of Vocabulary).

5 Phrase-based Direct Model

In order to extract the phrases from the training data
we align the truth and the OCR output character streams
obtained above. Since there is no word re-ordering, we
use adynamic programming based minimum edit distance
alignment. The edit distance was calculated using the reg-
ular Levenshtein edit distance formulawith equal cost for
deleting, inserting or substituting a unit. Using this, one-
to-one alignments are obtained for the paired truth and
output datasets. An unaligned character in the truth mod-
els a character deletion. Similarly an unaligned character
in the OCR output models an insertion. Moreover, an un-
aigned blank in the truth model s amerge error where the
OCR merges two words and an unaligned blank in the
OCR output models aword split. Figure 3a shows an ex-
amplewheretwo wordswere merged by the OCR into one
and the blank isunaligned. Similarly, Figure 3b shows an
example where aword was split and aword inserted (el).
Thistime the el onthe OCR sideis unaligned.

Using this alignment we extract all phrase pairs of
lengths 1 through n (n = 6 in our case) words. Figure
4 shows exampl e phrases extracted from the training data



Table 2. Details of the training and test data.

| | Documents | Lines | Words |

Training 1055

7878 | 127690

Test 340

2540 | 40789

Total 1395

10418 | 168479

with the possible corrections alongwith their correction
probabilities for agiven word in the left column.

Probability
Hidden words _
pitcher | pitcher
1.00
pascole | financially pascolo speculates poisgnous
0.40 0.20 0.20 0.20°
notation | protection invitation maotivation notation
0.50 0.40 0.05 0.05
experts | experts expired
088 013
updated | injunction uprooted | infrastructural
0.40 0.20 0.40

Figure 4. Phrases extracted from training data.

5.1 Decoding

To correct the OCR output for agiven test sentence, we
“trandate” this sentence by decoding using two weighted
components - the phrases obtained above and the lan-
guage model. We trained a trigram language model on the
Reuters data (http://trec.nist.gov/data/reuter s/reuters.html
) using the CMU language modelling toolkit [12].

The decoder is atrigram viterbi decoder. For the cor-
rection problem, the decodingis carried out in amonotone
fashion such that words at the beginning of the sentence
must be decoded first. Decoding hypotheses are extended
in cardinality-synchronous fashion such that at any given
time step n, only hypotheses that cover exactly n words
(i.e., of cardinality n) are extended. For example, at time
step 0 only hypothesis of cardinality 0 (in the special ini-
tial hypothesis) are extended. The decoding is continued
until al words in the sentence are covered. The final de-
codingisthe hypothesisof cardinality [ with theleast cost,
where ! isthelength of the sourcetext. Moreformally, the
final decoding e for the source f is the one that satisfies
the following equation:

é = argmax[—wpp, X logioP(e|f)

—wWim X logroP(e)]

where P(e) is the trigram character language model

Hidden words — Log probability
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the official said the attackers had seized two kalashnikov assault rifles and disappeared

Figure 5. Example of Sentence Decoding.

probability and P(e|f) is the phrase-based direct model.
We used equal weights wy,, and wiyy, (wpp, + wim, = 1)for
both mixture components. However, in genera these
weights need refinement (can also be trained) based on
the prior evaluation of the word recognizer. For exam-
ple, a recognizer with better accuracies would require a
dightly larger w,;, and vice-versa

The drawback of this approach, however, would be
that in order to get featuresfor all possiblewords, we need
much more data. In order to overcome this problem, we
adopted the following procedure:

1. Extract phrasepairs of length=1 pairs P = | pw,
wherep,, isaphrase pair containing source word w
and all target word(s) from the training data.

2. Get thevocabulary V; of thetest set.

3. Yw; € V4, if 3p,, € P suchthat count(pw,) < T
then P = P U {w;, recog(w;)}, i.e. add w; and
recog(w;) to P.

Given the test lexicon V;, the function recog(w;)
yields top-10 words w; € V; from the word recognizer.
This technique was motivated by the back-off language
modelling [5]. Thus, wherever, the unigram is not found
inthetrainingmodel (T < 1), wesimply utilizethetop-10
unigram outputs from the word recognizer for that word
image.



Table 3. Accuracy of the HR with and without correction.

| | Raw | Top-10+3-granLM | Corrected |

[ Accuracy | 8.1% |

13.5% [ 71.3% |

6 Results

Figure 5 shows an example of sentence decoding. The
matrix shows the correction model options for the “ob-
served” output from the recognizer with the correspond-
ing probabilities. The arrows show the decoding path in
conjuction with the language model. The final output sen-
tence is shown at the bottom of the figure.

Table 3 shows the accuracies of the recognizer on the
test set before and after the correction. Before correc-
tion, both raw accuracies as well as accuracy with post
procesing using top-10 choices in conjunction with a tri-
gram language model are reported. We observe that there
isaconsiderableincrease in the accuracy after the correc-
tion. Since, there has been no related work in handwriting
domain, the increase in accuracies can only be compared
with methods from machine print OCRs. Therelative im-
provement due to our method is far superior than many
methods asin [8, 10, 11].

7 Conclusion

We have presented a method for improving the accura-
cies of ahandwriting recognizer. Thismethod is statistical
and highly adaptable. It can be adapted to machine print
OCRs and other Handwriting Recognizers with absolute
ease. In fact, dueto its statistical nature, given the train-
ing data it can be extended to other scripts as well. The
increase in the accuracy can be reflected in the final out-
come of any system that utilizes these components.
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