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• Input sentence(s) in sequential form
• (New) standard solutions with pre-trained Transformers (e.g., BERT)

Transformers in Modeling Natural Language 
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• (New) standard solutions with pre-trained Transformers (e.g., BERT)

Transformer in Machine Reading
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[SEP] 
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[SEP] 
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Structured Text Sequence



• Transformer-XH for structured text:
• Transformer with eXtra Hop attentions
• Global representations of multiple connected text pieces

• Strong performance on different multi-evidence reasoning tasks
• Multi-hop QA (Hotpot QA)
• Multi-evidence Fact Verification (FEVER)

This Work



Transformer-XH: In Sequence Attention 
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Transformer-XH: Extra Hop Attention 
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Extra hop attention between sequences (𝜏 → 𝜂):
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Transformer-XH: Layer Representation
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Combine two attentions:
9ℎ",)% = 𝐿𝑖𝑛𝑒𝑎𝑟( ℎ",)% ° 7ℎ",)% )

9ℎ",%% = ℎ",$% ; ∀𝑖 ≠ 0



Transformer-XH in Multi-hop QA

In which city was Facebook launched?
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• Evidence graph construction
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Transformer-XH in Multi-hop QA

In which city was Facebook launched?

Entity Linking

Retrieval
Facebook

Mark Zuckerberg

Harvard University

Social Media

Connected Documents

Transformer-XH

Harvard 
University

Span

Harvard University is a 
private Ivy League research 
university in Cambridge, 
Massachusetts…

Facebook was 
founded at Harvard
…

…Zuckerberg 
attended Harvard …

Harvard University is 
a private Ivy League…

Initial Documents

Social media are …Wiki Hyperlink

Node

Input Question: Answer:

• Evidence graph construction

• Transformer-XH

• Task specific Layers
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Simpler & Stronger
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• Transformer-XH: Simple but powerful adaption of Transformer for 
structured text
• It learns better representations via extra hop attention
• Strong performance on multiple tasks

Summary

Thanks!

Thanks! 


