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1 Introduction

Until recantly, the symbali c knowledge representation schod was the dominant
schod of thought in Artificial Intelli gence Itsaim wasto develop a computational
theory of intelli gencein which all thought was represented in symbadlic, logica form,
and intelli genceitself was viewed primarily as a goal-oriented problem-solving
adivity. Theworld, in which thinking took dace was given littl e if any attention.

This approach hes given rise to many useful computer appli cations, including expert
systemsin areas such aslaw and medicine, and even in mathematicd theorem-
proving. It also gave rise to the logic programming (LP) paradigm of computing and
the computer language Prolog.

In recent yeas, however, the symbali c knowledge representation schod has come
under increasing attadk. These dtads have mme from developers of neural networks,
who argue that thinking is better understoodin terms of highly paralel, nonsymbadlic
neural networks. They have dso come from buil ders of “situated” robas, who argue
that interadions between an agent and the world can be hardwired dredly, withou
the need for symbali c representations. Intelligence, in bah of these goproades, is
viewed primarily as the aility of an agent to read appropriately andin atimely
manner to changes in the environment.

The neura network and situated intelli gence gproades have dso led to many useful
applicaions, including applicaionsin robaics, speedt reagnition, vision, and expert
systems.

Asistypicd of work in Artificial Intelli gence, the diff erent approacdhes have not only
engineaing applications, but also scientific and phlosophicd implications. Viewed in
scientific terms, they provide testable theories abou the nature of intelli gence
Viewed in philosophicd terms, they can be interpreted more broadly as providing
models of the human condtionin general.

This paper is an informal overview of arecent attempt to reconcil e some of the
fedures of the different and oppaing schods of thought [Kowalski 1995 Kowalski
& Sadri 1996 Davila1997 Kowalski & Sadri 1999. It takes from the symbadlic
knowledge representation schod the use of logic to represent thinking in symbalic
form. It takes from the neural network and situated robatics shods the need for
thinking agentsto interad with the world.

For this purpose, it employs an olservation-thought-adion cycle, in which thinking is
only one cmporent and in which olservations and adions are dedt with in the other
comporents. Although it focuses on the representation o thinking in logicd terms, it



leaves open the posshility that some forms of thinking canna be represented
symbdlicdly at all.

The agent cycle uses abductive logic programming (ALP) [Console, Dupre & Toras
1991 Kakas, Kowalski & Toni 1992 Denedker & De Schreye 1993 Denedker & De
Schreye 1999 for the thinking comporent. ALP combines normal | ogic programming
for goal-oriented reasoning, with integrity constraints for readive reasoning and with
abduction for generating adions.

Asin many other models of intelli gent agents [Rao & Georgeff 1992 Shoham 1993,
in our agent model beliefs and goals constitute the main comporents of an agent’s
internal state. Beli efsinclude both abductive logic programs and olservations from
the environment. Goal's, onthe other hand, include desires, integrity constraints,
gueries, condtion-adion rules, commitment rules, adive database rules, oligations
and prohibitions. The daim that so many different kinds of sentence can betreaed in
the same way is one of the most radicd feaures of our propcsal.

The paper assumes littl e or no previous knowledge and is based upona series of
examples. Formal detail s can be foundin [Kowalski 1995 Kowalski & Sadri 1996
Davila1997 Kowalski & Sadri 1999.

2 The observation-thought-action agent cycle

The observation-thought-adion agent cycle spedfies the interfacebetween an agent
anditsworld. It consists of repeaed cycles during which the ayent records
observations expressed in symbalic form and derives adions also expressd in
symbalic form. For simplicity, we asume that the sensory experience of the world,
which isremrded by an observation, liesjust outside the gycle itself. Smilarly, we
also assume that the adual change of the world, which is described by an adion, also
lies on the other side of the interface

tocycleat timeT,

observe any inpusat time T,

think,

seled and commit to any adionsto perform,
act,

cycleat time T+n.

The agent cycle a&knowledges that there is more to intelli gencethan just thinking, and
that thinking itself is not static. Thinking takes placein the dynamic environment of a
changing world, which generates observations that need to be asgmilated. Thinking,
also, isnot passve. It generates adions that change the world.

Thetime T inthe g/cleis subjedive time & measured by the agent’s own internal
clock. It functions both to limit the anourt of time spent thinking in asingle gycle
and to timestamp olservations and adions, so that otherwise identicd observations or
adions occurring at diff erent times can be distinguished.

For the g/cleto be dfedive, observations must be made and adions must be
performed in atimely manner. Therefore, the time, n, letween ore g/cle and the next



must be sufficiently small; and thinking, if it needs more than ore gycleto be
completed, must be spread owver several cycles, interrupted by any necessary
observations and adions.

Thinking can take different forms. It can be reactive, generating adionsin respornse
to external inpus. But it can also be proactive, generating adions to acampli sh the
agent’s own internal goals.

Proadive thinking can be represented naturally in logicd terms — even in terms of
logic programs, using implicaions of the form:

conclusion if conditions.

These implicaions are used badkwards to reduce goal s that match the conclusion of
the implication to sub-goals that match the conditions. Sub-goals can include adions
to perform.

Readive thinking can also often be represented in logicd terms — using condtion
adionrules of the form:

if conditions then action.

These if-then rules are used forwards, given the @ndtions, to derive candidate
adions. We will seelater how such logicdly represented readive and poadive
thinking are cmbined in abductive logic programming.

However, it may nat be possble to expressall readionsin logicd form. For example,
the readions of asocce player to the changing state of the game; or of a predator,
such as afox, to the dhanging locaion d its prey. Such readions may need to be
hardwired into the ayent cycle, bypassng logicd thought.

More generally, it may not be possble to expressall thoughtsin logicd form. In
particular, if athought canna be expressed in ordinary language, then reither can it
be expressed in logicd terms. For example, the thoughts | might have when remember
my first day at schod.

However, even though it may not be passble to represent all thoughtsin logicd form,
both readive and proadive thinking can leave an agent with a choice of candidate
adionsto perform. The general agent mode still applies, and the agent needs away
of dedding which adionsto perform.

At one etreme, this choice can be made in advance, by assgning different priorities
to dfferent kinds of adion, depending perhaps on the way in which the adions have
been derived. At ancther extreme, the dhoice can be made by a dedsion theoretic
analysis of the utiliti es and probabiliti es of the various outcomes of the diff erent
adions. It can even be made & randam. No matter how the dedsionis made, in
theory, at least, the ayent has complete freedom to choose any adion.

Choasing an adion creaes a mmmitment, in the sense that, oncethe adionis
performed, there is no turning badk the dock and chocsing ancther adion. If, after an



adion hes been succesdully performed, an agent deddes that it was a mistake, he
may still be aleto perform other adionsin the future to try to undothe ealier
adion' s undesirable mnsequences.

Let meill ustrate the use of abductive logic programming for proadive thinking with
an example.

3 Thestory of thefox and the crow

Most people ae familiar with the Aesop fable of the fox and crow: The aow is stting
in atreewith some dheesein its mouth. The fox is onthe ground undr the tree and
wants to have the dheese.

Being arational creaure, the fox has goals and leliefs, bath of which can be
expressed in logicd form. Among these ae the foll owing:

God Thefox hasthe cdheese.
Beliefs The crow hasthe cheese.

An animal hasan objed
if theanimal isnear the objed
and the animal picksup the objed.

Thefoxisnear the dheeseif the crow sings.
The crow singsif the fox praisesthe crow.

Thefox isnot only alogician, bu also an amateur physicist. In particular, its beli ef
abou being nea the deeseif the aow singsincorporates not only knowledge dou
itsimmediate surroundngs (that it is stuated onthe ground keneah the aow), bu
also knavledge éou the laws of gravity (that the dneese will fall to the groundif the
Crow sings).

The fox is aso an amateur psychalogist, a behavioura psychdogist in fad. He
understands the aow in terms of its inpu-output behaviour (that it will sing when it is
praised).

Not only do the beli efs of the fox have alogicd form, bu they al'so have the form of a
logic program. Viewed as alogic program, the beliefs function as a @lledion o
procedures’:

To havean objed
be near the objea
and pick up the objed.

To benear the deee

Y In general, logic programming wses rules of the form conclusion if conditions as procedures: to
acompli sh the conclusion, accompli sh the conditions.



make the crow sing.

Tomakethe crow sing
praisethe crow.

Using these procedures, reasoning badkwards from the goal, the fox can reducethe
goal to aplan of adions that accomplishes the goal. The plan consists of two adion
sub-goals:

the fox praisesthe crow and the fox picks up the heese.

In the past, for many foll owers of the symbali c knowledge representation schod of
Al, thiswould have been the end d the story. Thinking abou adions would have
been just as goodas adually doing them.

However, within the agent framework of the observation-thowght-adion cycle, the
story is more complicaed. There ae observations to be made and adionsto be
performed. Moreover the thinking needed to construct the plan might be longer than
thetime availablein asingle gscle.

Asaume for simplicity, that the fox can perform only one step of badward reasoning
inasingle gycle. It then takes the fox three gcles to generate the plan. In ead cycle,
one sub-goal is sleded and matched with the mnclusion d an implicéaion. The
seleded sub-goal isreplacal by the condtions of the implication.

There ae no olservations to make during any of these gy/cles, and noadions that can
succesdully be performed urtil the end d the third cycle.

In the first cycle, the fox reduces the origina goal of having the dheese to the two sub-
godls:
thefoxisnear the dheese and the fox picks up the dheese.

The second d these two sub-goals is an adion that, in theory, isa candidate for
attempted exeaution. Assume, however, that the fox can tell that thisis not the right
time to doso.2

In the secondcycle, the fox focuses on the first of its two sub-goals, the sub-goal of
being nea the theese, and reducesiit to the sub-goal of making the aow sing. The
resulting state of its goalsis now:

the crow sings and the fox picks up the dheese.

Thetimeis gill not right to pick upthe deese, andthere ae no aher feasible
candidate adionsto seled in thiscycle.

2 The simplified representation of adionsin this example does not indicate the time & which adions
take place For the fox to rediseit istoo ealy to try to pick up the cheese, the fox needsto redise that
it nealsto be nea the cheese before it picksit up. We will seelater how to associate time with adions
and properties that change.



In the third cycle, the fox reduces the sub-goa of making the aow sing to the sub-
goal of praising the aow. The resulting state of its goalsis now:

the fox praisesthe crow and the fox picks up the heese.
The fox now seleds and succesSully exeautes the only feasible adion:
thefox praisesthe crow.

Asthefox predicted and as the fox can then olserve onthe fourth iteration o its
cycle:

the crow sings.
During this cycle, the only thinking needed is to assmil ate the observation. The fad
that the observationis predictable from one of its beliefs can be used as evidenceto
reinforcethe degreeof convictionin that belief.®

At this paint, the fox may or may not seled and attempt to exeaute the remaining
adioninits plan:

thefox picksup the objed.
If the dheese has nat yet fallen to the groundand the fox triesto pick it up, the adion
will be premature andwill fail. The adionwill need to beretried in the next or later
cycles. However, if the dheese has alrealy fall en to the ground,and the fox waitstoo
long, then the locaion d the dheese might change.

Consequently, the fox might want to wait* and exeaute the adionin a g/cle when it
observes:

thefox isnear the dheese.
This observation, too, is predictable, and confirms that the plan is on course. The fox
can then exeaute the remainder of the plan, in the reasonable expedation that its

locaionrelative to the dheese will not change between the observation and the adion:

thefox picksup the objed.

3 Such reinforcement of beliefsisahigher “meta”-level adivity that is not represented

explicitly in our simplified agent cycle, which assumes that the only beliefs that change ae
ohservations. In the more general, more redistic case, other beliefs can change as well, by means of
leaning for example.

However, leaning by generalisation, in particular, is an error prone adivity; and a beli ef
might have to be dandoned if it leals to erroneous conclusions. Keeping tradk of how often a beli ef
has proved useful in the past and using it to associate adegreeof conviction in that belief can help to
dedde which beliefs to revise when more than one belief contributes to the derivation of an erroneous
conclusion.

4 The fox’s cycle and its beli efs are not sophisticated enoughfor the fox to be @le to work this
out for himself. A more sophisticated representation incorporating time and integrity constraintsis
necessary for this.



Finally, the fox can naw observethat it has achieved its original goal:
thefox hasthe deese.
further reinforcing the beli efs that were used in solving the goal.

The story of the fox and crow ill ustrates only certain feaures of the agent cycle. We
will explorereadivity in the next sedion and aher feaures, including the
representation d time, in later sedions.

4 Reactive agents and condition-action rule production systems

The fox, as we have described him, is proadive and goal-oriented. He observes and
takesinto acourt inpus from the environment, but pursues his own goals sngle-
mindedly. Other agents, like the aow perhaps, are purely readive. Their adions are
determined solely by the inputs they recave from the environment. Any appeaance
they might give of goal-oriented behaviour is Smply our interpretation d the results
achieved by their adions.

To the extent that observations and adions can be linguisticdly represented, readive
agents can be modeled by means of production systems consisting of condtion-adion
rules. Production systems were invented in the 1930 s by the logician, Emil Post, but
were proposed as a ammputational model of human intelli gence by Alan Newell
[Newell 1973 Anderson & Bower 1973.

Like our agent model, production systems also employ an observation-thought-adion
cycle:

tocycle

observe any updates,

think,

seled and commit to any adionsto perform,
act,

cycleagain.

A typicd production system, however, does not use time to control the amourt of
thinking that takes placewithin a o/cle, because it completes al thinking that is
needed within asingle gscle.

Theinternal state of a production system consists of two comporents: a short term
memory, which represents the aurrent state of an agent’ s thoughts, including any
observations, and along-term memory, which consists of condtion-adionrules. The
short term memory typicaly consists of positive and passbly negative “fads’.

Thinking consists in matching fads in the short term memory with the cndtions of
the andtion-adionrules andin deriving candidate adions. If more than ore adionis
candidate for exeaution, then “conflict resolution” is performed, a committed choice
Is made, and the resulting one or more seleded adions are exeauted, asthey arein ou
own agent model.



Actions are ather applied externally to the environment or performed internally on
the short term memory. Similarly, observations can be generated externaly asinpus
by the eavironment or can be generated internaly by adions onthe short term
memory.

Condtionadion rules provide abehavioural model of intelli gence For example, for
an external observer, urable to examine the fox’sinternal menta state, the fox’s
behaviour can be modelled by a wlledion d two condtion-adionrules:

If the fox seesthat the crow has cheese, then the fox praisesthe crow.
If thefoxisnear the theese, then the fox picksup the deese.

In this model, the fox doesn’t achieve the goal:
Thefox hasthe dheese.

explicitly by the deliberate gplication d badkward reasoning to reduce goals to sub-
goals, bu the goal emerges implicitly as the result of the cmndtion-adionrules.

However, the fad that a condtionradion rule production system might serve & a
corred external model of an agent’s behaviour, does nat mean that the agent itself
adualy reasons by means of condtion-adionrules, aswe saw in the first version d
our story of the fox and crow.

Similarly, from the point of view of an external observer, the @wndtion-adionrule:
If the fox praisesthe crow then the crow sings.

might corredly describe the behaviour of the aow, bu it does nat foll ow that the
crow itself adtually reasons by means of condtion-adion rules. Unbeknown to the
fox, the crow might acually have an explicit goal such as:

The crow is pleased with himself.

and abelief such as:

The crow is pleased with himself if
the crow sings whenever the fox praisesthe crow. °

The aow might use these proadively to exploit the fox’s praise for its own pupaose,
namely to achieveits own goal .

® This can also be written in the form we will use later:

The crow ispleased with himself if

if the fox praisesthe crow then the crow sings.

Thisform may sean alittl e onfusing, but technicdly it has the same meaning as the form given
above.



We will come bad to the relationship between goals and condtion-adion rules | ater,
when we ague that condtion-adion rules can be understoodas akind d goal in their
own right. But first we will | ook at beliefsin gredaer detall .

5 Thelogic of beliefs

Although much of human thinking is undouhiedly reactive, in many other cases, it is
genuinely proactive. In ou general agent model, reacive and poadive thinking are
combined in asingle general framework.

In the general framework, an agent’s mental state consists of two separate
comporents:. beliefs, representing the way things are, and goal s, representing the way
things ought to be. It is the diff erent ways that beli efs and goals can interad that
distinguishes between readive and proadive thinking.

Beliefs are of two kinds: implications, which have the form

conclusion if conditions

of logic programs, and observations, which have the form of atomic sentences’. The
entire lledion d an agent’s beliefsis often referred to as its knowledge base.

Implicaions must have exadly one a@omic conclusion, bu can have aty number of
condtions. In particular, if the number of condtionsis 0, then an implicaion
represents an urcondtional “fad” that isnat an observation. Thisis equivaent to the
case Where thereisasingle aondtiontrue. In such a cae, we dso write the
implicaion as asimple uncondtional conclusion. For example:

Oisanumber

in the logic program:

Oisanumber
N+1isanumber if N isanumber.

Here N isavariable. Implicitly, the variableis “universally quantified”. In ather
words, the second Lelief above shoud bereal as:

For all N, N+1isanumberif Nisanumber.
In general, variables in impli cations are implicitly universally quantified.
In the implicaion:

An animal hasan objead if theanimal isnear the objed
and the animal picks up the objed.

® An atomic sentenceis one that makes a single statement without logica connedives, such as“and”,
“or, “if” and “not”, and without the quantifiers“all” and “some”.



the English plrases:

an objed
an animal

are used informally, bu predsely, to indicae thefirst occurrenceof auniversaly
quantified variable in an implication. The phrases:

the objea
the animal

are used to indicae later occurrences of the same variable in the same implication.
Using symbadli ¢ variables, the same implication could be written more formally as:

AhasO if Aisnear O
and A picksup O.

Implicaional beliefs arerelatively static. However, they can change & the result of
theory formation and beli ef revision, including leaning. Except for the mmmentsin
the ealier footnote ébou beli ef reinforcement, we do nd consider such changes of
belief in this paper.

Observations, onthe other hand, are dynamic by their very nature. They change &
new information is obtained abou the dhanging world. They include both externally
generated olservations, which are outside the agent’s control, as well as observations
of the results of the ajent’s own internally generated adions. Observations’ record
concrete situations and therefore have the form of atomic sentences not containing
variables.

Both implications and olservations can be used to solve @aomic sub-goas. Given a
conjunction d sub-goals:

atomic-sub-goal & other-sub-goals

where the sub-goal atomic-sub-goal is sleded for attention, and given an
observation a condtion-lessimplicaion d the form:

conclusion

which matches the aomic sub-goal, badward reasoning solves the sub-goal, withou
introducing new sub-goals, generating the new conjunction:

other-sub-goals.

Given the same @njunction d sub-goals and an

" In ordinary language the term “observation” generally refersto a pre-lingtistic experience. For
simpli city in this paper, we use the term “observation” to refer to what might normally be cdled “the
record of an observation”.



implicaion d the form:

conclusion if conditions

whose @mnclusion matches the aomic sub-goal, badkward reasoning matches atomic-
sub-goal andthe @omic conclusion to generate anew conjunction o sub-goals™
conditions & other-sub-goals.

If the conclusions of several implications:

conclusion if conditions;
conclusion if conditions,

conclusion if conditions,

match the seleded atomic sub-goal, then badkward reasoning generates a disunction
of aternative sub-goals:

conditions; & other-sub-goals or

conditions, & other-sub-goals or

: or
conditions, & other-sub-goals.

6 Abduction
The combination d relatively static implicational beliefs and inherently dynamic
observations can be modelled by means of abductive logic programs. Concepts
(predicates) that arerelatively static are defined by means of normal logic programs.
Concepts that are dynamic have no such definitions and are regarded as abducible.
Abduction was identified by the phil osopher Charles Pierce as aform of reasoning
that explains observations by means of hypotheses. For example, in the mntext of the
beli ef:
The dhicken isdead if the fox kill sthe diicken.
the observation:

The dhicken isdead.

can be explained by the hypathesis:

8 In the general case, in addition, any instantiation of variables needed to match the conclusion and the
seleded atomic-sub-goal is applied to the new conjunction of sub-goals.



Thefox kill sthe chicken.

The hypathesisis nat a deductive ansequence of the observation and the belief s, and
it might be refuted by new information, such as the fad that the dicken committed
suicide.

Abduction has many appli cations. Here we ae @mncerned mainly with its applicaion
for generating candidate plans of adions for achieving goals. For example, given the
beli ef s of the fox in the story of the fox and the aow, the goal

Thefox hasthe dheese.
can be “explained” by the hypotheses:
praisethe crow and pick up the objed.

The two concepts of praising and picking up are aducible in the sense that they have
no cefinitions. The agent’s beliefs about such abducible concepts are obtained by its
observing the results of its own adions, and the agent records them in its knowledge
base in the form of atomic sentences.

Formally, the diff erence between the dasscd use of abductionto explain
observations and ou use of abductionto generate plansisthat clasdcd explanations
are events or states of affairs that might have held in the past, whereas our
explanations are adions that might hald in the future.

Although abducible predicates are nat defined, they can be constrained by means of
integrity constraints. Integrity constraints have the same form and the same meaning
as goals, describing the way the world shoud be rather than the way it acually is.
For example picking up might be constrained by an integrity constraint such as:

If pick up an objed then hands are free.
The mnstraint can be used to eliminate a cadidate pick upadionif the agent’s hands
arenot free It can also be used, more adively, to generate the auxili ary sub-goal of
making the hands freeif they are not free drealy.
| will argue that goals, integrity constraints and condtion-adionrules can all be
treaded unformly, in the same syntax, with the same semantics, and reasoning in the

same forward dredion. But first we will | ook at an example of proadive reasoning
withou integrity constraints.

7 A proactive robot

The following example ill ustrates the beli efs a proadive roba might use s alogic
program to explore its environment:

explore for period (T1,T2) ifclear at T1 & forward at T1+1&



explore for period (T1+1,T2)

explore for period (T1,T2) if obstacleat T1 & rightat T1+1&
explore for period (T1+1,T2)

explore for period (T1, T+1) if can-not-seeat T1 & park at T1+1.

The program consists of threeprocedures, eat deding with a different case. The first
dedswith the cae where the roba’ s way aheal is clea, in which case it then moves
one step forward and continues to explore. The seand ceds with the cae where there
Isan obstade dead, in which case the roba then turns to the right and continues to
explore. Thethird dedswith the cae where the roba canna see in which case it
then simply parks and terminates its exploration.

Heretimeis made explicit, in order to dstinguish between the same property or
adion at different states of the environment. For example, the property clear might
hod at time 1, bu obstacle might hold at time 2 and clear might hald again at time 3.

Thevariable T1 in all threeimplicaions gands for the time of the observation, and it
isassumed, for simpli city, that the mrrespondng adionis exeauted in the next time
step T1+1. The processof explorationitself takes placeover aperiod d time, from T1
to T2, identified by the pair (T1, T2). A similar representation d time can also be
used for the story of the fox and the aow?®.

To ill ustrate the interadion d the logic program with the environment, assume that
the foll owing observations are given dynamicdly asinpus:

clear attimel

obstacleat time 2

clear at time 3

can-not-seeat time 4.

Herethetimes, 1, 2, 3, 4are time stamps, as measured by the agent’s own subjedive
clock. Thus an observation such as clear at time 3, for example, means that the
observation that the way aheal is clea was made & time 3.

Asame that theinitial goal is:

explore for period (1, T2).

Implicitly, the variable T2 is “existentiall y quantified”. In ather words, the goal
shoud bereal as:

For some T2, explore for period (1, T2).

Asaume, for simplicity, also that the time taken for asingle g/cleis one time unit and
that thisis aufficient timeto perform all the reasoning that is needed in the gycle.

® And, indee, as noted before, a representation of time is necessary for the fox to redise that it cannot
pick up the cheese until it has first praised the aow and the theese has fall en to the ground.



In thefirst cycle, at time 1, the ayent first records the observation that the way ahead
is currently clea. It then uses the threeimpli cations to reducethe initial goal to three
alternative sub-goas:

clear at timel & forward at time2 & explore for period (2, T2) or
obstacleat timel & right at time2 & explore for period (2, T2) or
can-not-seeat timel & park attime2 & T2=2.

It then uses the observation clear at time 1 to solve and therefore remove the first
sub-goa of thefirst alternative:

forward at time 2 & explore for period (2, T2) or
obstacleat timel & right at time2 & explore for period (2, T2) or
can-not-seeat timel & park attime2 & T2=2.

Asaume that the agent has the time-spedfic knowledge that the condtions obstacle at
time 1 and can-not-seeat time 1 can never be true in the future (becausetime 1 is
past and kecause the fad that it was clea at time 1 predudes these other aternatives).
Asametoothat it can usethis knowledge to determine that the seaond and third
aternatives are mnsequently false and therefore unachievable, learing only the
remainder of the first alternative:

forward at time 2 & explore for period (2, T2).

Thefirst sub-goal is an abducible adion sub-goal. The seamndsub-goa can be
reduced to sub-goals smilarly to the reduction d theinitial goal. However, reducing
the seaond sub-goal may take make more time than is avail able in the g/cle.
Moreover, itsreductionisunnecessary at thistime. Better to seled and exeaute the
only adionthat is a candidate, to move forward at time 2.

In theory this adion can fail for several reasons, for example becaise of afail ure of
the roba’s motors, because of afaulty observation at time 1 or even because of the
unforeseen introduction d anew obstade between times 1 and 2.Asume, however,
that the adion succeals. Thisresultsin pasitive feedbadk in the form of an
observation that the roba has indeed moved forward at time 2. Assume, for

simpli city, that the observationisrecrded at the same time, 2, that the adionis
exeauted.

At the beginning of the secondcycle, the arrent state of the sub-goalsis:

explore for period (2, T2)

which is analogous to the situation at the beginning of the first cycle. The remainder
of the semndcycle, therefore, proceads analogoudly to the first cycle, ending with the
sub-goals:

right at time 3 & explore for period (3, T2).

As before, we asume that the seleded adion succedls, resulting in the sub-goal:



explore for period (3, T2)

at the beginning of the third cycle.

Similarly, the third cycle ends with the sub-goal:
forward at time4 & explore for period (4, T2).

Asauming that the moving forward adion succeels, the resulting sub-goal at the
beginning of the fourth cycleis:

explore for period (4, T2).

After observing can-not-seeat time 4
the g/cle ends with the single subgoal:
park at time5.

Asauming that the adionis sleded and succeals, there ae no aher sub-goasto
solve and the entire gycling processterminates.

Thus, the roba generates the sequence of adions:
forward at time 2
right at time 3

forward at time 4
park at time5

interleaved with the crrespondng sequence of observations.

Asaside dfed of solving theinitial goal and generating these adions, theinitially
unknowvn value of the variable T2 isinstantiated to 5. Thus, if theinitial goal is
viewed asaquery:

Is thereatime T2 such that explore for (1, T2)?

then the instantiation:

T2=5

can be viewed as an answer.

8 Thelogic of gods

Traditional logic, as applied, for example, to the founditions of mathematics, focuses
onthe representation d beliefs. The aioms of Euclidian and norEuclidean
geometry, for example, formali se diff erent beli efs abou the structure of space



Given a set of axioms, theorems are deductive mnsequences of the aioms,
Inescgpable mnsequences, whether we like them or not. However, in many respeds,
theorems also behave & goals, because if youwant to find ou whether a given
sentenceis atheorem, then attempting to show that it is a theorem becomes agoal.
Moreover, in mathematicd pradice, as Lakatos' [Lakatos 1977 has argued, the goal
of showing that a cetain sentenceis atheorem can sometimes determine the choice of
the akioms and dfinitions themsel ves.

Computer database systems, onthe other hand, devote egual attention to beliefs and
goals. Data represents beli efs; and qeries and integrity constraints represent goals.

Queries represent temporary goals that exped an answer. (Such as the instantiation
T2=5inthe roba example dowe.) Integrity constraints represent goals that must
always be satisfied and that restrict the updetes a database system will accept. For
example, the integrity constraint

if a person isan employee
then thereisa person who isthe person’s manager

would be used to rejed any inpu of a new employeeinto a database if thereisno
record of the person’s manager in the database.

In contrast with beliefs, which can be expressed neturally asimplications or as atomic
sentences, queries and integrity constraints generally require the full expressve power
of first-order logic. However, they can also be expressed in the more restricted form
of if-then rules™:

if conditions then conclusions.

There can be any number of condtions and conclusions. In particular, if the number
of condtionsis 0, then the rule represents an urcondtional desire, command a
obligation. Thisis equivalent to the cae where the condtions are just the single
condtiontrue, in which case the rule can also be written as a simple uncondtional
conclusion. For example:

if true then co-operate [i.e. co-operate]
if truethen for-sometime T explore for period (1, T)
[i.e. for-sometime T explore for period (1, T)]

19 akatos gudied the history of Euler’s theorem: for any convex polyhedron, the number of vertices
and faces together is exadly two more than the number of edges. He showed that the history of the
attempted proof of the theorem is largely the history of successve definitions of the concept of
polyhedron.

1 Anif-then rule, if conditions then conclusion is equivalent to the impli caion conclusion if
conditions. However, we write if-then rules and impli cations diff erently because of the diff erent ways
in which they behave a goals and beliefs respedively. Thus when we write if conditions then
conclusion, we mean, not only that the conclusion holds when the conditions hold, but that the
conclusion must hold when the conditions hold.



If the number of conclusionsis 0, then the rule represents a prohibition. Thisis
equivalent to the cae where the mnclusions are the single mnclusion false. For
example:

for-all timeT if steal at T then false [i.e. donot steal]
if take-drugsthen false [i.e. do not take-drugs]

Noticethat if-then rules can include variables, such asthe time variable T. These can
be “quantified” by such expresgons as “for-some” and “for-all”. Such quantificaion
isrestricted in various ways that need na concern us here. However, the most
interesting fedure of these restrictions is that they make it posgble to drop explicit
expresson d the quantifiers, in such away that, in the context of an entire goal,
guantificaion d the variables can be restored urembiguously.

If-then rules used for the representation d goals are simil ar to the impli cations used
for the representation o beli efs, but they are written in the forward rather than in the
badkward dredion. Moreover, whereas logic programs have only one @aomic
conclusion per implication, if-then rules can have severa alternative conclusions. It is
this ability to represent disunctive conclusions that gives if-then rules much of the
expressve power of full first-order logic.

Writing logic programming impli caions in the form:
conclusion if conditions

andif-then rules in the oppasite diredion:

if conditions then conclusions

has the dtradionthat in bah cases the sentences are used for reasoning in the
diredionin which they are written: If-then rules are used for reasoning forwards from
conditions to conclusions. The reasoning is triggered, in most cases, by the
asgmilation d a new observation that matches one of the condtions. Logic
programming impli cations are used for reasoning backwards from a conclusionto
condtions. Thereasoning istriggered by the seledion o an atomic sub-goal that
matches the mnclusion.

The search spaceof gods

In general, at the top-most level, the seach spaceof an agent’ s goals has the form of
the aonclusions of an if-then rule, asadigunction d conjunctions of sub-goals. In the
simplest case, these sub-goals are dl atomic, as ill ustrated by the simplified example:

[drop-out & take-drugs] or
[study-hard & get-goad-job & get-rich] or
[study-hard & get-goad-job & help-the-nedaly].

Noticethat the exampleis smplified, partly becaise the temporal sequenceof the
atomic sub-goalsis unspedfied.



The example dso ill ustrates a situation in which, duing the agent cycle, an agent
might need to seled and commit to an adionto perform. Assume for simplicity that
both of the @omic subgoals

drop-out, study-hard

are bduwible and exeautable in the airrent cycle. Then seleding the adion study-
hard has the alvantage that it contributesto two of the three dternatives, whereas
drop-out contributes to oy one.

Clealy, dedding what adionsto chocse isa cmplex matter that can require as much
thought as generating the dternative plans of adionin thefirst place In this paper, we
ignore the issues and tedhniques invalved in such higher level thinking. This higher
level, at which thought is given to the lower level objeds of thought is cdled the
meta-level. The lower level is cdled the object level.

The situation in which the search spaceof an agent’sgoasisadigunction o
conjunctions of atomic sub-goalsisasimplified case. In many cases sme sub-goals
have the form of if-then rules, representing integrity constraints or condtion-adion
rules. Such nonrratomic sub-goals are often global to the search spaceof goals, in the
sense that they belong to every dternative.

Thus, the non-atomic sub-goal:
if take-drugsthen false
added to the seach spaceof goals abowve, gives the new seach space

[drop-out & take-drugs & if take-drugsthen false] or
[study-hard & get-goad-job & get-rich & if take-drugsthen false] or
[study-hard & get-goad-job & help-the-nealy & if take-drugsthen falsg].

Thevariety of gods

Perhaps the most radicd feaure of our agent model is our uniform treament of
theorems, queries, desires, commands, oligations, prohibiti ons, integrity constraints
and condtionradion rules as diff erent kinds of goals. The agument that so many
different kinds of sentence ca be treaed unformly is based onsyntadic, semantic
and kehavioural grouncs.

The syntadic groundisthat al of these diff erent kinds of sentences can be
represented by means of if-then rules, by including the spedal casesin which
condtions are true or conclusions are false.

The semantic justificaionis that they are dl concerned with the way things ought to
be, rather than with the way things acually are. To be more predse, an if-then rule of
the form:

if conditions then conclusions



can be understood as meaning

if the conditions hold then the conclusions must hold as well.

If the onclusionisfalse, then therule means, in effed, that the condtionscan na

hold.

The behavioural justificationisthat it is natural to reasonwith all of the diff erent
kinds of sentencein the same way:

If an if-then rule has no condtions (or, equivalently, if the condtionis smply
true), then any atomic sub-goal in the mnclusions can be seleded for attempted
solution. The atempt to solve the sub-goal can be made by matching it with an
observation a by matching it with the conclusion d an implication.

If the seleded atomic sub-goal is an abducible adion, then the sub-goal becomes
a candidate for exeautionin any cycle whaose time is compatible with the time of
the adion. If it is sleded and successully exeauted in such a g/cle, it is
removed onthe next cycle by matching it with the observation that the adion
has siccealed.

If the adion sub-god isnat seleded or eseit fails, anditstimeis past, then it is
evauated to false. The entire dternative @ntaining the false sub-goal isalso
evaluated to false, and the dternative is eliminated from the search spaceof
goals.

Otherwise, whether or not the adion sub-goal has previously been seleded and
failed, if it can still be performed in the future, then it still remains a candidate
for seledionin the future.

However if an if-then rule has one or more condtions (different from the trivial
condtiontrue), i.e. if it hasthe form:

if condition & other conditions then conclusions

and some observation matches one of the condtions (say condition), then the
new if-then rule:

if other conditions then conclusions
is derived™. In such a case, we say that the observation triggers the rule. Any

other conditionsin the new rule can then be removed either by badward™ or by
forward reasoning, urtil the conclusion d theruleis derived.

Queriesand integrity constraints as gods

12 Asin the cae of badkward reasoning, any instantiation of variables neaded to match the condition
and the observation is applied to the derived if-then rule.

13 To justify the use of badkward reasoning to remove other conditions of theiif-then rule, it is
necessary to asaume the only-if halfs of the implicaions, turning them into if-and-only-if definitions.



Although there have been several diff erent propasals to give semantics to integrity
constraints, most of them agreethat integrity constraints and queries have the same
semantics. The diff erence between them is mainly pragmatic: Queries are transient
goalsthat areinpu from the environment and dsappea oncethey have been
answered. Integrity constraints, onthe other hand, are long-term goals that are
generally independent from the environment and persist over the lifetime of the
database.

For example, the goal:

if a person isan employee
then thereisa person who isthe person’s manager

could serve ather as query or as an integrity constraint. As aquery, it asksthe
guestion: whether, in the aurrent state of the database, every employeehas a manager.
The answer is either “yes’ or “nao’. As an integrity constraint, however, it impaoses an
obligation onthe database that in al states of the database every employeemust have
amanager. In every state, the answer must be “yes’.

In traditional database systems, if an updite violates an integrity constraint, then the
usual remedy isto rejed the update. However, in the context of an agent that can
perform adions, the agent might be ale to employ other measures to ensure that
integrity is maintained. The resulting agent behaviour is smilar to the behaviour of an
adive database

Suppacse, for example, the database @ntains the fads (condtion-lessimplicaions or
observations):

Mary isthe regular manager of John
John isthe regular manager of Mary.

Suppcse that it contains the impli cations:

personlisthe manager of person2 if
personlisthe regular manager of the person2.

personl isthe manager of person2 if

it isnot the asethat some person isthe regular manager of the person2 &
ask Bob “who isthe manager of the person2” &

Bob says “ personlisthe manager of person2”.

Given the observation:

Jamesisan employee

as an updite, the integrity constraint istriggered by the observation and the
conclusion d the integrity constraint is derived as a goal:

thereisa person who is James manager. i.e.



Find a person such that
the person isJames manager.

Thereis noregular manager of Jamesin the knowledge base. So badkward reasoning
using the first implication fail s. However, the secondimpli caion succeels in reducing
the goal to the two sub-goals:

ask Bob “who isthe manager of James’ &
Bob says “the person isthe manager of James’.

Thefirst sub-goal is an adionthat the agent can perform. Assume that the ayent
seledsthe adion and succesSully exeautesit. Assume dso that alittl e later the agent
observes:

Bob says“Mary isthe manager of James’.

This lves the second sub-goal and ensures that the integrity constraint has not been
violated.

Prohibitions as gods

So far, the only case we have ansidered isthe cae where the trigger of an if-then
ruleis an olservation. However, the trigger can also be an atomic sub-goal. In such a
case, the rule implements aform of hypaothetica reasoning, investigating the
consequences of successully solving the sub-goal.

Such hypatheticd reasoning with sub-goals can be used to implement prohibitions.
Asaume, for example, that the following search spaceof goasis given:

[drop-out & take-drugs & if take-drugsthen false] or

[study-hard & get-goad-job & get-rich & if take-drugsthen false] or
[study-hard & get-goad-job & help-the-nealy & if take-drugsthen false]
Hypotheticd reasoning can be gplied in the first alternative using the rule

if take-drugsthen false

triggered by the aomic sub-goal:

take-drugs.

Theresult isto add the conclusion, false, to the other sub-goals of thefirst aternative:

[drop-out & take-drugs & if take-drugsthen false & falseg].

But then the entire dternative is equivalent to false, and the entire search spaceis
logicdly equivalent to the digunction d the two cther alternatives:

[study-hard & get-goad-job & get-rich & if take-drugsthen false] or



[study-hard & get-goad-job & help-the-nealy & if take-drugsthen false].

In this example, therefore, the non-atomic sub-goal if take-drugs then false serves as
aprohibition that prevents the exeaution bdh o the ationtake-drugs and d any
plan that includes the adion.

Thisexampleisavery simple cae. Inamoreredistic case, an elaborate dhain of
reasoning might be need to recognize that an adion reedsto be rejeded because it
leads to uracceptable amnsequences.

Condition-action rules as gods

In the proadive roba example, the behaviour of the roba is generated by badkward
reasoning. However, the same behaviour can aso be generated readively by forward
reasoning, using if-then rules, which behave like condtion-adionrules:

for-all timeT

if clear at T then forwardat T+1 &
if obstacleat T thenrightat T+1 &
If can-not-see at T then park at T+1

Consider, as before, the sequence of observations:

clear at timel

obstacleat time 2

clear at time3

can-not-seeat time4.

Asaume, also as before, that the time taken for asingle o/cleis one time unit and that
thisissufficient to perform all the reasoning that is needed in the gycle. In the first
cycle, ore step of forward reasoning is sufficient to derive the new sub-goal:
forward at time 2

which is sleded and exeauted in the same ¢ycle. Similarly, the sub-goals:

right at time 3

forward at time 4

park at time5

are generated, seleded and exeauted in the foll owing cycles.

The resulting behaviour isidenticd to that of the proadive roba, bu is generated
with lesseffort and withou an explicit representation d the higher-level exploration
goal.

The gap between the logic program and the if-then rules can be reduced by rewriting
the logic program in the egquivalent form:

explore for period (T1,T2) if



if [clear at T1 then forward at T1+1& explore for period (T1+1,T2)] &
if [obstacleat T1 thenright at T1+1& explore for period (T1+1,T2)] &
if [can-not-seeat T1 then park at T2 & T2=T1+1].

It is possble to show that the rewritten form is equivalent to the original under the
asumption that the three caes (clear, obstacle and can-not-seé are mutually
exclusive.

Arguably, theif-then rules are not only easier to exeaute than the logic program, but
they are dso easier to understand. This is because the logic program needs reaursion,
whereas the if-then rules do nd. The dfed of the speda-purpose reaursion d the
logic program is achieved implicitly by the if-then rules by means of the general-
purpose reaursion d the agent cycle itself.

Both ou logic program for exploration and our if-then rules use an explicit
representation d time. Both representations gore observations, including any adions
that are performed in a knowledge base.

However, it isaso passhble to employ asimplified representation without time
stamps.

if clear then forward &
if obstacle then right &
if can-not-see then park

In this representation, olservations and adions are anbiguouws. None-the-less in some
cases, where ahistoricd record o the past is not required, dsambiguationis not
necessary. It is sufficient for the agent smply to olserve the arrent state of the
environment, match the observation with the gopropriate cndtion and generate and
exeaute the derived adion. The observation and the successully exeauted adion can
be forgotten as vonastheir timeispassed. In such a cae, it can be said that the agent
has no model of theworld, ar, equivalently, that the world serves as its own model.

Alternatively, it isaso passble to argue that the simplified representationis smply
an ogtimization d the representation wsing an explicit representation d time. It might
be possgble to derive one representation from the other under the assumptionthat it is
impossble or unrecessary for the agent to make any use of any record dof the past. A
similar argument has been made for asimilar case in [Kowalski 1997.

Commitment rulesas gods

It is necessary to represent time explicitly** when it is necessary to reason about past
or future adions and states of affairs. The foll owing if-then ruleill ustrates a situation
whereit is necessary to reason abou the future:

1 Instead of using explicit time points and time periods in the syntax of the representation language, it
isalso passhleto use “modal operators’, such as*“in the past”, “in the future”, “in the next situation”
etc. In the modal approadh, diff erent times correspond to dfferent posgble worlds, which belong to the
semantics rather than to the syntax of the language.



if an agent asksat T1 “do an action at T3”
then confirmat T2 “can-dotheactionat T3” &
dotheactionat T3 & T1<T2<T3

Theruleistriggered by an observation that some (other) agent asks for an adionto be
performed in the future. The observation accurs at time T1 and the adionisto be
performed at the future time T3. Forward reasoning derives two adions that need to
be performed. The first isto confirm at sometime T2, after T1 and kefore T3, that the
adion can indeed be performed, and the seaondisto adually doit at the requested
time T3. Therule can be made more redi stic by adding extra cnstraints onthe time
T2,such as:

T2<T1+45

and by adding an extra ase to ded with the situation where the agent deddesthat it is
unable to perform the adion.

If-then rules whose mnclusions contain adionto be performed in the future ae cdled
commitment rulesin the AgentO agent model [Shoham 1993. The example dowve
ill ustrates that commitment rules are aspedal case of goalsin ou model.

Noticethat the terms agent, action, T1, T2, T3 in thisexample are dl implicitly
quantified variables. It is passble to restore the quantifiers automaticdly by means of
an algorithm. The result of the dgorithm isa commitment rule with expli cit
quantifiers:

for-all agent, action, T1,T3
if an agent asksat T1 “do an action at T3”
then for-someT2
confirm at T2 “can-dotheaction at T3” &
dotheactionat T3 & T1<T2<T3

According to the dgorithm, the variable T2 istreaed dfferently from the other
variables because it occursin the conclusions but not in the condtions of therule.

How to have your cheese and eat it

In the foll owing example, we consider the cae of a aow that is able to reancil eits
instinctive desire to sing whenever it is praised with the goal of eding the deese.

The aow isreadive, becaise it hasagoal:

In modal temporal logic, the structure of time, for example whether it islinea or branching, isrefleded
in the structure of the possble worlds. In our approach, using an explicit representation of timein the
syntax, time isbaoth linea and branching. It islinea in the sense that there is only one time line. But it
isalso branching becaise incomplete knowledge of the time line means that there ae dternative
branches from the known part of the time line, bath in the future and in the past, corresponding to
different ways in which incomplete knowledge can be completed.



if praiseat Tthensingat T' & T< T < T+3
whichislike a ondtionadionrule, except that the adion d singing, which is
triggered by an olservation d being praised, is constrained to take placewithin three
time units after the observation.
It isalso proadive, becaise it has an explicit goal:
eatat T & 1< T" < 3
which hasto be satisfied within the period d time (1, 3).
It has beli efs, which it can use badkwardsto try to accomplish its goals:
Beliefs have dheeseat 1

have dheeseat T2 if have heeseat T1 &

not (swallowatT& Tl< T< T2)&

not (singatT& Tl< T< T2)

eat at T if have theeseat T & swallow at T
The seaond kelief isan axiom of inertia: If the aow has cheese then it continues to
have the dheese unlessand urtil it swall ows or sings [Kowalski & Sergot 1984. The
third belief serves as a procedure for eding the deese.

Asaume that the aow has the following goals at time 1.

(if praiseat Tthensingat T' & T<_ T < T+3)
&(eataT” & 1< T" < 3

Asaume dso that the aow receves the foll owing observation at time 1:
praiseat 1

The observation triggers the if-then rule and adds a candidate singing adionto the
current state of its goals:

(if praiseat Tthensingat T' & T<_ T < T+3)
&(eatatT” & 1< T" < 3
& (sngaT'& 1< T <_ 4

The singing adionisnow a candidate for exeaution. However, if the aow can think
fast enowgh, then it can continue thinking in the same ¢ycle, before it needsto make a
dedsionabou what if any adionsto perform and when to perform them.

The only passhility avail able for thinking is to reason badkward from the goal of
eding. First, it simply reduces the goal of eding to the sub-goals of having the cheese
and swallowing it:



(if praiseat Tthensingat T' & T<_ T < T+3)
& (have dheeseat T” & swallowat T” & 1< T” < 3
&(sngaT & 1< T <_ 4

It then solves the sub-goal of having the cheese by using the aciom of inertia:

(if praiseat Tthensingat T' & T<_ T <_ T+3)

& (have dheeseat T1 & not (swallowat T & Tl<_T<_ T7)
&not(sngaT& Tl< T<_ T7)

&swallowat T" & 1< T" <_3 & (sngaT & 1< T < 4

It solves the sub-goal of having the cheese & time T1 by using the fad that it has the
cheese & time 1. This not only solves the sub-goal, bu it instantiates the previously
unknowvn time T1 to the value 1 in the other goals:

(if praiseat Tthensingal T' & T<_ T <_ T+3)

& (not(swallowat T & 1< T< T7)

& not(singat T& 1< T< T7)

&swallowat T"& 1< T"< 3)& (singatT' & 1< T < 4
The aow now has two candidate adions from which to chocse, swall owing and
singing. However, asuming it still has enough time left in the aurrent cycle, it can
aso reason hypatheticdly. Reasoning forward by means of the two sub-goas™

sngatT & (ifsngat T& 1< T< T” then false)
derives:

if 1< T'<_T” thenfalse
which, in turn, implies'®:

T <T.

Thus, the dow canreasonif the adion d swall owing takes placebefore the adion d
singing, then bah goals can be solved compatibly.

Conclusions

The agent model described in this paper aims to reconcil e the traditi onal |ogic-based
view of intelligencewith the contrary view that intelli genceis best understoodin

15 A sub-goal of the form not P is shorthand for if P then false.

18 This conclusion can aso be derived by forward reasoning, using the “if-then rule”:

T7< T or T'<T"”, which has no conditi ons but a digunctive cnclusion, as an additional global
sub-goal. Note that thisintegrity constraint formali ses the requirement that time islinea. However,
given only limited information about the linea ordering, there may be many possble models, in each
of which time islinea, but which together represent the diff erent posdbiliti es a ong diff erent branches
of time.



terms of appropriate readions to changes in the environment. The model uses
abductive logic programming for the thinking comporent of an agent, and an olserve-
think-ad agent cycle to interfacethe thinking agent with the cdhanging environment.

| have agued that, in addition to abductive logic programming, the agent model
includes and unfies many other intelli gent methods, including the use of condtion-
adionrules, AgentO commitment rules, integrity cheding, adive database rules,
obligations and prohibiti ons.

In our agent model, logic contributes only to the thinking part of an intelli gent agent.
An intelli gent agent also needsto be aleto interad with the environment.

| believe that, although such aview of logic is much more restricted than the

traditional view, it till | eaveslogic as an important contributor, na only to
Computing, but aso to Human and Artificial Intelli gence
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