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ABSTRACT
Most research work on WSNs has focused on protocols or on
specific applications. There is a clear lack of easy/ready-to-
use WSN technologies and tools for planning, implementing,
testing and commissioning WSN systems in an integrated
fashion. While there exists a plethora of papers about net-
work planning and deployment methodologies, to the best of
our knowledge none of them helps the designer to match cov-
erage requirements with network performance evaluation. In
this paper we aim at filling this gap by presenting an unified
toolset, i.e., a framework able to provide a global picture of
the system, from the network deployment planning to sys-
tem test and validation. This toolset has been designed to
back up the EMMON WSN system architecture for large-
scale, dense, real-time embedded monitoring. It includes
network deployment planning, worst-case analysis and di-
mensioning, protocol simulation and automatic remote pro-
gramming and hardware testing tools. This toolset has
been paramount to validate the system architecture through
DEMMON1, the first EMMON demonstrator, i.e., a 300+
node test-bed, which is, to the best of our knowledge, the
largest single-site WSN test-bed in Europe to date.

Categories and Subject Descriptors
B.4.4 [Performance Analysis and Design Aids]: [Sim-
ulation, Verification, Worst-case analysis]

General Terms
Design, Experimentation
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Large Scale Wireless Sensor Networks, Toolset, Testbed
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1. INTRODUCTION
Wireless Sensor Networks (WSNs) have emerged as an in-

frastructure to support new classes of large-scale and dense
networked embedded systems. While in the last decade
there has been a plethora of scientific publications on WSNs,
the vast majority focuses on protocols and algorithms (e.g.
medium access control, routing, data aggregation) while only
a few papers report on real(istic) applications [24].

Several relevant work on WSN architectures and solutions
supported by working prototypes have been described in the
literature (e.g. [5, 12, 14, 19]) and in the scope of research
projects (e.g. [2, 11, 23]). However, in [28] we have shown
that none of them fulfills all requirements for large-scale and
dense real-time monitoring.

EMMON [1] is an ARTEMIS industry–driven project that
aimed to design a WSN system architecture targeting large-
scale and dense real-time monitoring applications, such as
real-time pollution/noise maps of a city, or critical infras-
tructures monitoring (such as bridges, tunnels or the power
grid). The EMMON architecture encompasses all system
components: command and control graphical user interface,
communication network architecture, middleware and hard-
ware platform. It is (as far as possible) built upon standard
and commercially available (COTS) technologies, maintain-
ing as much flexibility as possible, but still guaranteeing its
adequateness to fit specific applications’ requirements [21].
We envisage to fulfill Quality–of–Service (QoS) requirements
in an integrated fashion, considering scalability, timeliness,
reliability/robustness and energy-efficiency. These QoS re-
quirements can be found in applications [21] such as energy-
efficiency in data centers [19] and infrastructures monitoring
(e.g., bridges, tunnels or the power grid) [8].

Importantly, and as reported in this paper, this WSN ar-
chitecture is supported by a EM-set, a unique and complete
planning, dimensioning, simulation and analysis toolset, for
deployment planning, worst-case dimensioning, protocol sim-
ulation, remote programming and network sniffing. This pa-
per outlines such a toolset and shows how it has been used
to test and validate the baseline EMMON architecture by
extensive simulation and experimental evaluation, including
through a 300+ node test-bed [1], which is, to the best of our
knowledge, the largest single-site WSN test-bed in Europe.

The remainder of the paper is organized as follows. After
a brief overview of the EMMON system architecture in Sec-
tion 2, the focus is put on the EM-set, encompassing network



Figure 1: EMMON Hierarchical System Architec-
ture.

deployment planning (Section 3), analytical and simulation
models (Section 4), nodes programming/testing and exper-
imental data gathering (Section 5). Finally, Section 6 illus-
trates some results of the first instantiation of the EMMON
architecture on a physical test-bed (DEMMON11) and com-
pares them to simulation and analytical results. Concluding
remarks are given in Section 7, as well as an outline of the
on–going work related to the instantiation of the EMMON
system architecture into several application scenarios.

2. EMMON ARCHITECTURE & TOOLSET
This section outlines the EMMON architecture and the

toolset used to support it and to provide the results de-
scribed in Section 6.

2.1 System Architecture
Building on the alternatives identified in [28] and to cope

with scalability and QoS requirements, EMMON adopts a
hierarchical, multi–tier network architecture as sketched in
Fig. 1. Its main characteristics are summarized as follows.
(i) The synchronized version of the IEEE 802.15.4 MAC

is used at the lowest tiers. Nodes are synchronously ac-
tive or sleeping, with a dynamically adaptable duty-cycle
(each cluster can operate at different duty-cycles). This en-
ables to find the best delay/throughput vs. energy trade-off.
Both best-effort (CSMA/CA, during the CAP) and real-
time (GTS, during the CFP) traffic classes are supported.
(ii) WSN nodes are organized into a ZigBee-based Cluster-

Tree network model [17], rooted at a gateway playing the
role of the sink. A cluster-tree is a hierarchical architecture
per-se and is adequate for convergecast traffic, as utilized in
the majority of WSN applications. However, to avoid colli-
sions between clusters while meeting all end-to-end deadlines
of a predefined set of time-bounded data flows and minimiz-
ing the energy consumptions of the nodes, clusters’ active
portions are scheduled in a non-overlapping sequence – us-
ing the Time Division Cluster Scheduling (TDCS) [17].
(iii) We adopt tree-routing for upstream traffic, which has

a negligible memory footprint and processing delay since

1The acronym stands for EMMON Demonstrator, phase 1.

no routing tables are needed. We also support efficient
geographical-based routing of queries for the downward flow,
for disseminating requests from a single root to all the nodes
involved. This has a huge impact in terms of scalability,
since it allows users to interact with the system through the
definition of geographical objects, rather than any explicit
request for raw readings from specific sensor nodes.

(iv) Beaconing inherently enables the support for time
synchronization at the Data Link and Network layers. Ac-
cordingly, it enables accurate time stamping of sensor data
(required by many applications), energy-efficiency through
duty-cycling, cluster scheduling techniques and a contention-
free MAC.

(v) Data aggregation, sensor- and data-fusion mechanisms
[22] are implemented at all levels of the architecture: (v.a) at
the sensor nodes (SNs), by aggregating multiple readings
taken over time (temporal aggregation), before sending these
data upstream; (v.b) at the cluster heads (CHs), by aggre-
gating multiple readings coming from different sensors or
children CHs (spatial aggregation), before forwarding the
report upstream; (v.c) at the gateway (GW), where sensor
fusion, i.e., inferring useful information through, e.g., model
fitting, is done by considering multiple reports coming from
the CHs, before sending them to the C&C; and (v.d) at the
C&C, where a complete information can be returned to the
users by allowing, e.g., a correlation of the incoming sen-
sor reports with other available data (e.g., current traffic
conditions in urban noise or air quality monitoring applica-
tions [21]).

(vi) A novel EMMON-specific middleware runs on all the
elements of the system: it glues all the components to-
gether, from the C&C clients to the SNs, leading them
to work properly over heterogeneous communication tech-
nologies (Fig. 1). It supports both periodic measurements
reporting and event based (alarms) applications. It also
greatly helps in networking and system management opera-
tions, thanks to its distribution of the intelligence as low as
possible in the network’s tiers.

(vii) The EMMON C&C subsystem is the interface to the
end-users. It is composed by two applications, one which
runs on the C&C server and uses the middleware API, and
the other on the C&C clients, where the Graphical User
Interface is implemented.

Finally, the baseline IEEE 802.15.4 and ZigBee protocol
stack is supported by a solid critical mass, designed and
implemented in synergy with the TinyOS 15.4 and ZigBee
Working Groups [13].

2.2 EM-set: System Planning, Simulation,
Analysis toolset

This section provides a snapshot of EM-set, the EMMON
toolset, before describing each component in Sections 3 – 5.

Fig. 2 provides an overall perspective of EM-set. It is
worthwhile to stress that the integration between the differ-
ent components (inputs/outputs) into a single framework
enables to speedup system design. In fact, the ultimate
goal of this toolset is to thoroughly allow functional and
non-functional performance indices evaluation under several
aspects. For instance, this toolset allows to assess the scala-
bility limits of the EMMON network through an evaluation
of e.g., the end-to-end delays derived from analytical and
simulation models as well as from experimental trials. The
results presented in Section 6 derive from the use of EM-set.



Figure 2: EM-set: EMMON toolset for net-
work planning, dimensioning simulation analysis
and test/programming.

Starting from the field area and the sensing coverage of
each SN and assuming the structure of a basic WSN Patch,
i.e., a GW and C CHs surrounding it, the Network De-
ployment Planning outputs the number of WSN Patches
and SNs needed to cover that area, as well as their opti-
mal positions. These outputs feed the TDCS scheduler, the
Worst-Case analyzer and the Network Protocol simulator.
These three tools enable network dimensioning and a perfor-
mance evaluation. Upper bounds on the end-to-end delays
of real-time traffic and end-to-end delays for both best-effort
and real-time traffic classes, packet losses and network life-
time (as per node energy consumptions) are computed. The
TDCS scheduler outputs the topology of the WSN Patch
and the clusters’ scheduling that are used to feed the Re-
mote Programming and Testing tools (to program/test the
WSN nodes via a USB tree) and to evaluate the network
performance through Network Protocol Analyzers (i.e., a
sniffer tool to capture the packets and a customized parser
to extract the most useful statistics from the logs).

3. NETWORK DEPLOYMENT PLANNING
The Network Deployment Planning is composed by a sin-

gle engine: a simulator to study the optimal deployment
problem. Assuming that in EMMON there is some control
over node deployment, i.e., CHs and GWs are placed in order
to maximize network connectivity, the SNs are generically
supposed to be scattered all over the monitored area. We
built upon an Open Source tool named SiDNet-SWANS [25],
built over JiST, a java based discrete event simulator. We
choose JiST/SWANS because it allows to easily simulate
very large scale WSNs. The results in [29] confirm that
JiST/SWANS presents better time execution performance,
compared to more recent simulators as NS-3 or OmNet++.
Moreover, [6] shows that JiST/SWANS is really capable to
simulate networks composed by a high number of nodes (up
to one million) in acceptable time and using common PCs.
NS-3 and OMNeT++ experiments showing similar capabil-
ities are not available. [26] confirms the qualitative features

of the JiST’s simulation, comparing it with NS-2 and getting
very similar performance results.

In our scenario, the deployment problem is composed by
two levels: (i) inter-patch deployment, i.e., how to distribute
the WSN patches on the field, and (ii) intra-patch deploy-
ment, i.e., how to place the nodes internally to the patch,
in particular how to arrange the CHs and the GW. The
designed tool is based on innovative deployment strategies.
The inter-patch deployment organizes the field as a grid,
where each cell has a specific geometric shape (e.g., square,
triangular or hexagonal). This deployment strategy has al-
ready been discussed in several studies [7, 31], but we use it
in a slightly different way. In those approaches, the nodes
(or a set of nodes in some cases) are placed on the vertices of
each cell (e.g., on the corners of the square, or on the vertices
of triangles), while, in our approach, the nodes are placed in-
side each cell, meaning that each cell contains a WSN Patch
having the GW in the middle. Currently, the designed tool
provides two alternative grid deployments: square based de-
ployment (SBD), where each WSN patch is circumscribed
in a square and triangle based deployment (TBD) in which
the patches are inscribed into equilateral triangles. Fig. 3
shows WSN Patches deployed in e.g., a square-shaped grid.

As far as the intra-patch deployment is concerned, the
objective is to organize the deployment based on a Cluster-
Tree model, as shown in Fig. 3: the diamond markers are the
GWs2, while the star markers represent the CHs3. TheWSN
Patch is logically organized according to a tree based topol-
ogy, in which the GW acts as the root and each CH as node.
Hence, according to the EMMON assumptions (i.e., to have
some control on the GW and CHs positions) the designed
deployment scheme provides the positions of CHs organized
in “rings” around the GW (for all patches), while SNs (point
markers in Fig. 3) are randomly scattered over the entire
field. Then, nodes must organize themselves into a Cluster-
Tree topology, using the IEEE 802.15.4 standard association
mechanism, i.e., each node chooses its parent based on some
metrics (e.g., the best link quality level). As a consequence,
the deployment planning tool actually runs network simu-
lations taking into account realistic signal propagation con-
ditions. However, to allow for fault tolerance and recovery
strategies to be implemented in the EMMON system, an ad-
ditional requirement has been included, i.e., that each child
should have at least two alternative candidate parents to
choose from. This imposes a certain degree of redundancy
on the number of CHs.

Finally, the deployment schemes are evaluated against two
performance indices: (i) network connectivity and (ii) field’s
coverage. Connectivity refers to how much of the generated
data can ultimately arrive at the C&C, from the SNs and
through the CHs and the GWs. A network is considered to
be fully connected if all nodes can deliver their data to the
destination. According to the definition reported in [30, 32],
a field is considered to be covered if all its points are within
the sensing range of at least one active sensor. The sensing
range Rr is defined as the maximum distance at which a sen-
sor node can measure environmental parameters (e.g., tem-
perature, humidity, light, etc.) and is an input to this tool.
In EMMON, we are interested in checking both network con-
nectivity and field’s coverage simultaneously. Therefore we

2Every GW is placed in the center of each cell.
3Every CH surrounds a GW in each cell.



Figure 3: Example of WSN Patches with a SBD
scheme to cover at least 80% of a 49 km2 field (par-
ticular). Diamond markers are GWs; stars are CHs,
distributed along 2 hops around each GW; points
are SNs, randomly deployed.

Figure 4: Field coverage analysis example.

make the latter definition more restrictive by assuming that
a point is covered if there is at least one SN less than Rr me-
ters away from it and that SN is connected to the network,
i.e., it is able to deliver its measurements to the C&C.
Fig. 4 reports an example of this concept: the triangles,

circles and pentagon represent SNs, CHs and GW, respec-
tively, while the blue lines represent the link between the
nodes. For the sake of simplicity, for this example, let us as-
sume that the connection between the GW and the remote
C&C is guaranteed at any time. So, if a SN has a path to
the GW, we say that it is connected. Furthermore, let us
suppose that each SN has a sensing range equal to one cell,
i.e., each SN can measure environmental data only from its
eight adjacent cells. Then, the green cells in Fig. 4 represent
all the points covered: there is at least a SN in an adjacent
cell, and the SNs covering the cell are connected. Both the
red and violet cells are uncovered: the former, because they
are not close to any SN; the latter, because a close SN does
not have any path to the GW.
The field coverage analysis algorithm is reported in Fig. 5.

It is implemented as a post-processing analysis tool and re-
quires as inputs the results of the simulation. It is then
able to output the field coverage analysis. In particular, the
algorithm requires a list Ls of all the nodes positions and

Figure 5: Field coverage analysis algorithm.

considers the sensing range Rr as a parameter. The field is
represented as a boolean matrix where each element denotes
if the corresponding cell is covered or not. To this aim, we
should consider as covered those cells that fall into a circle
centered on the SN and whose radius is equal to Rr. The
field coverage is then calculated as the ratio between the
covered cells and the whole area.

4. PERFORMANCE ANALYSIS
Focusing on the portion of the EMMON architecture be-

low the GW, i.e., on a single WSN Patch, the outputs from
the network deployment simulator are translated into appro-
priate inputs for three tools [15]: the TDCS Scheduler, the
Worst-Case Analyzer and the Network Protocol Simulator
(recall Fig. 2). These tools are applied to each WSN Patch,
as outlined next.

4.1 TDCS Scheduler
In the Cluster-TreeWSNmodel, clusters’ activity is sched-

uled according to a time division approach, where clusters’
active periods do not overlap. Beacons are messages sent
by every local coordinator of any WSN Patch (i.e., the GW
and the CHs) and serve to maintain the synchronization
among the nodes of each cluster. This has the advantage of
improving the coordination to save energy (reduce retrans-
missions, put the nodes to sleep and wake them up again in
a synchronous fashion) and of guaranteeing a given level of
QoS. However, to preserve the coordination and avoid intra-
cluster collisions, the TDCS algorithm [17] is needed. This
mechanism involves the definition of the Start Time values
of the MAC protocol, such that the active portions of each
cluster are interleaved during the inactive portion of all the
others sharing the same collision domain, as shown in Fig. 6.

This design choice leads to a given upper bound on the al-
lowed number of clusters (Γ4) and related duty cycles (DC).
Knowing that 0 ≤ SO ≤ BO ≤ 14 (being SO the Su-
perframe Order and BO the Beacon Order defined in the
IEEE 802.15.4 standard), the maximum number of allowed
clusters is Γ = 2BO−SO and the associated duty cycle is
DC = 1/Γ = 2SO−BO. An example of these relations is
shown in Fig. 7 where SO has been fixed to 4. As a conse-
quence, under the assumption that the couple (BO,SO) is

4The total number of clusters in a WSN Patch must include
also the GW, as a special cluster head.



Figure 6: Time Division Cluster Scheduling
(TDCS): it is assumed that every cluster has the
same value of the couple (BO, SO). The inactive
portion of the GW (only) is also shown, as an ex-
ample.

Figure 7: TDCS: upper bound on the allowed num-
ber of clusters (Γ) and related duty cycles (DC) for
SO=4 and a subset of values of BO.

the same for every cluster in a WSN Patch, at design time,
those relations help identifying the best trade-off between Γ
and the related DC.
The TDCS Scheduler implements this mechanism. Given

the WSN Patch characteristics (i.e., parent-child relation
in the Cluster-Tree scheme), this tool (built in MATLAB)
computes the minimum BO along with the start time for
each cluster head to schedule its active portion (superframe),
as shown in Fig. 6.

4.2 Worst-Case Analyzer
The Worst-Case Analyzer is a MATLAB tool (Fig. 8)

which estimates an upper bound for the end-to-end delay of
the real-time traffic in IEEE 802.15.4/ZigBee Cluster-Tree
Wireless Sensor Networks, i.e., the traffic whose packets are
sent during the contention free portion (GTS slots) of the
superframe.

Figure 8: MATLAB tool for worst-case analysis and
dimensioning.

This tool builds on the Network Calculus mathematical
model, as described in [17] and enables to iteratively find the
best duty-cycle vs. delay/throughput trade-off, by varying
network parameters such as sensor traffic.

4.3 Network Protocol Simulator
The performance of the communication protocol is accu-

rately evaluated using a simulator built in OPNET [3]. This
is a complete simulation model for IEEE 802.15.4/ZigBee
that complements a previous model [16].

Recently, several analytical and simulation models of the
IEEE 802.15.4 protocol have been proposed. Nevertheless,
currently available simulation models [27] for this proto-
col are both inaccurate and incomplete, and in particular
they do not support the GTS mechanism, which is required
for time-sensitive wireless sensor applications. Although a
commercial software (but free for academia), OPNET Mod-
eler was chosen due to its accuracy and to its sophisticated
graphical user interface.

The idea behind this simulation model was triggered by
the need to build a very reliable model of the IEEE 802.15.4
and ZigBee protocols for Wireless Sensor Networks (WSNs).
The IEEE 802.15.4/ZigBee simulation model builds on the
wireless module, an add-on that extends the functionality
of the OPNET Modeler with accurate modeling, simulation
and analysis of wireless networks. According to the overview
presented in Section 2, three types of nodes are implemented,
namely a GW, a CH and a SN. All types of nodes have the
same internal architecture (node domain), but they differ in
the available user-defined attributes.

The structure of the IEEE 802.15.4/ZigBee simulation
model is presented in Fig. 9. The physical layer consists
of a wireless radio transmitter and receiver compliant to the
IEEE 802.15.4 standard running at 2.4 GHz frequency band
with 250 kbps data rate. Default TelosB-related settings
are used for the physical characteristics of the radio chan-
nel such as background noise and interference, propagation
delay, antenna gain, and bit error rate.

The data link layer supports the beacon-enabled mode
and implements two medium access control protocols ac-
cording to the IEEE 802.15.4 standard, namely the contention-
based slotted CSMA/CA and contention-free GTS. MAC
payload (MSDU) incoming from the network layer is wrapped
in MAC header and MAC footer and stored into two sep-



Figure 9: The structure of the IEEE 802.15.4/Zig-
Bee Opnet simulation model.

arate FIFO buffers, namely a buffer for best-effort data
frames and another buffer for real-time data frames. The
frames are dispatched to the network when the correspond-
ing CAP or CFP is active. On the other hand, the frame
(MPDU) incoming from the physical layer is unwrapped and
passed to the network layer for further processing. The data
link layer also generates required commands (e.g., GTS allo-
cation, deallocation and reallocation commands) and beacon
frames when a node acts as GW or CH.
The network layer implements address-based tree routing

according to the ZigBee specification. The frames are routed
upward or downward along the cluster-tree topology accord-
ing to the destination address by exploiting the hierarchical
addressing scheme provided by ZigBee.
The application layer can generate unacknowledged and/or

acknowledged best-effort and/or real-time data frames trans-
mitted during CAP or CFP, respectively. There is also a
battery module that computes the consumed and remaining
energy levels. The default values of current draws are set to
those of the widely-used MICAz [9] or TelosB [10] motes.
With the help of this simulator, we can infer (Table 1)

end-to-end delays for both real-time and best-effort traffic,
as well as compute network statistics such as packet loss,
network throughput and lifetime, via per-node energy con-
sumption estimation. In particular, this simulation model
gets user-defined attributes (network topology and nodes
parameters) through an XML file, which we automatically
generate through an ad-hoc MATLAB script, which takes
as inputs the outputs of the Network Deployment Simulator
(i.e., nodes positions and parent-child relations, Section 3)
and the windows offset defined by the TDCS scheduling tool
(Section 4.1).

5. REMOTE PROGRAMMING & TESTING
Moving from the outputs of the TDCS tool, a set of ap-

propriate MATLAB/Unix SHELL scripts are used to auto-
matically generate header files (.h), compile the firmware of

the nodes with each individual configuration and load the
compiled firmware in parallel into each node, through the
USB tree. Interestingly, using this tool to program in par-
allel the nodes over the USB tree we were able to save 66%
in programming time with respect to a classical serial pro-
gramming. In particular, in the DEMMON1 deployment, it
took around 30 minutes to serially program a patch com-
posed by 100 nodes, while with this tool the programming
time reduced to no more than 10-12 minutes.

Finally, with the help of sniffer devices like [18] and a
custom-designed log parser, built in C++ and MATLAB,
EMMON specific data from the IEEE 802.15.4 frames are
extracted. The outputs of the sniffer/parser (e.g., average
and max delay) can then be compared with the theoretical
(i.e., worst-case) and simulation (i.e., average and max) end-
to-end delays.

We also designed an application to automate the testing
of the hardware (USB cabling/hubs and TelosB nodes) hav-
ing an element as reference (e.g., a previously tested TelosB
node or USB hub). This testing tool compares the behavior
of the elements under tests with the reference one. It was
fundamental to early identify: (i) 19 out of 300+ TelosB
with faulty humidity sensors (i.e., not usable as SNs); (ii)
2 out of 50+ USB hubs broken and (iii) a whole set of (3
m length) USB cables not compliant with the specification
given to our local supplier.

6. DEMMON1 CASE STUDY
This section illustrates DEMMON1, the first demonstra-

tor of the EMMON architecture. A comparison between
simulation, analytical and experimental results validates our
EMMON architecture (in terms of the interoperability among
its architectural components), characterizes its performance
and scalability limits and shows the usefulness of the toolset
presented in this paper.

6.1 Site Layout
To validate our architecture, we performed a real deploy-

ment as shown in Fig. 10(a). 303 TelosB nodes were orga-
nized into 3 WSN Patches, with the possibility of defining
different topologies by programming the nodes over a USB
tree using our toolset. The GWs communicated via wired
LAN to a host PC running the C&C server. The WSN
Patches simultaneously operated in three distinct frequency
channels. These channels were chosen to minimize the im-
pact of the actual external interference [20]. In order to do
so, a pre–deployment Electro-Magnetic Interference (EMI)
analysis in the deployment site has been performed using
HeatMapper [4], a free Wi-Fi coverage mapping site survey
tool made by Ekahau, whose results are shown in Fig. 10(b).
In particular, Fig. 10(b) clearly shows that the WiFi access
points all around the deployment site were using standard
IEEE 802.11 channels (namely, ch.1, ch.6 and ch.11) allow-
ing us to assign IEEE 802.15.4 ch.15, ch.25 and ch.26 chan-
nels to our three patches, as it was expected [20].

Each WSN Patch was composed of 100 nodes organized
into a 3-hops Cluster Tree model having the GW as root, 3
CHs on the first hop and 9 on the second hop for a total of 12
clusters, each of them with 8 to 10 SNs. Since all nodes were
sharing the same collision domain, i.e., nodes were able to
hear/interfere each other, the CHs locations were randomly
chosen but the TDCS tool was used to define a scheduling
among the clusters in each WSN Patch. As already men-



(a) 300+ nodes divided into 3 WSN Patches. Patch1 (blue)
and Patch2 (yellow) were partially overlapping.

(b) ISM spectrum (namely, WLAN) interference study
in the site’s area [4].

Figure 10: DEMMON1 - First EMMON deployment
(ISEP, Porto, Portugal).

tioned, frequency division guaranteed no interference among
the nodes of different WSN Patches.
To stress our architecture, we physically overlapped some

nodes belonging to two patches (Fig. 10(a)). Any query
cast from the C&C involving that area runs in parallel on
those nodes and data aggregation is performed first at the
CHs of each patch, then at the GWs and ultimately at the
C&C level. This clearly demonstrate how distributing the
intelligence on the lowest tiers as possible of the system is
actually implemented.

6.2 Performance Analysis
Moving from the coverage analysis results, performance

limits of the communication protocol have been evaluated
by focusing on the WSN Patch level, i.e., the portion of the
EMMON network below the gateway. In particular, using
the previously referred toolset, several scenarios were iden-
tified based on all the combinations of the input parameters
in Table 1. This setup generated different network topolo-
gies with maximum depth5 (Lm) ranging from 2 to 5 and

5Maximum number of hops between a SN and the GW.

Table 1: WSN Patch Validation Setup
Parameter Range Meaning

Rm {2;3;4;5} Number of children
CH per parent

Γ {5;17;21} Number of
Clusters

Σ {5;10;15;20;24} Number of children
SNs per parent

SO 4 Superframe Order
P 137 B NPDU size
T 2 s Packet generation ratio

total number of nodes in one WSN Patch ranging from 25
to 5016 (see Table 2).

In the simulated scenarios, the nodes’ application layer
generates and sends upstream a packet every T seconds.
Packets have a fixed size of P bytes. Both best–effort (BE)
and real–time (RT) traffic classes are generated with the
same packet generation ratio (nodes use the contention–
based access period and the contention free period of the
IEEE 802.15.4 superframe, respectively). BE traffic is in-
tended to simulate periodic sensor reports, while RT traffic
accounts for event-driven alarm notifications. As a conse-
quence, only CHs generate RT traffic: this reflects that only
CHs should reliably trigger alarm notifications towards the
GW, by filtering out noisy SNs readings.

The value of SO has been fixed to 4, which means an ac-
tive portion of 960 symbols, while BO has been computed for
each scenario by our TDCS MATLAB tool, as well as the set
of CHs start times, in order to fit with the number of clus-
ters (Γ). We assume that every cluster in a WSN Patch has
the same value of the couple (BO, SO), as in Fig. 6, and, re-
calling that the size of the collision domain is as large as the
network size, i.e., nodes can interfere each other, the TDCS
scheduler gives a conservative solution, where clusters’ ac-
tive portions do not overlap7. As a consequence, in our
setup (Table 1), BO ranges between 7 and 9, corresponding
to beacon interval (BI) values of ∼ 2 and ∼ 8 s, respectively,
and duty cycles of 12.5% and 3.125%, respectively (Fig. 7).

In this paper, the end-to-end (e2e) delay for BE (e2e-BE)
and RT (e2e-RT) traffic classes and the packet loss ratio are
the performance indices, while other available figures (e.g.,
per-node energy consumptions) are not shown here, due to
space constraints.

The same experiments were run live on our testbed. How-
ever, only best effort traffic was generated, using the CAP
portion of the IEEE 802.15.4 MAC. The traffic was moni-
tored through protocol analyzers with the help of some snif-
fer tools (like [18]) to compute the statistics for the e2e delay.

Table 2 shows an excerpt of the results related to network
performance. In particular, a subset of all the scenarios is
presented with an increasing level of network complexity, en-
abling the comparison between simulation and experimental
results for the e2e-BE delay, as well as between simulation

6Rememer that larger system scale can be achieved through
the multiple patches mechanism.
7The tool is ready yet to cope with scenarios where two
clusters are spatially apart to not interfere each other. In
this case, their active portions can be overlapped, with an
evident gain in terms of system delay, due to the reduction
of the beacon interval.



Table 2: Simulation, worst-case and experimental results (excerpt) from the campaign defined in Tab. 1.

and theoretical worst case analysis for the e2e-RT. For the
sake of comparison, since GTS slots are allocated only to
CHs, both e2e-BE and e2e-RT delays are computed as sum
of per-hop delays of messages sent from child to parent in
the tree, recursively up to the GW. A column is for showing
the packet loss ratio (for BE traffic only: these values ac-
count for the number of packets whose sending failed after
three retransmissions). On the contrary, due to our design
and setup choices (i.e., to assign GTS slots to CH children
only), RT traffic experienced no packet losses.
Although experimental results are available for scenarios

with up to 101 nodes, i.e., the maximum dimension of a
single WSN Patch in DEMMON1 (Fig. 10(a)), overall the
following conclusions can be drawn: (i) the statistics of the
e2e-BE delay match the experimental ones; (ii) the analyt-
ical tool for worst case dimensioning gives an upper bound
of the maximum e2e-RT delay; (iii) as expected, while the
statistics of e2e-RT delay are not influenced by the clusters’
size (Σ), for e2e-BE delay the impact of a more crowded
network becomes not negligible; (iv) by looking at the sce-
narios with Γ = 17 and by averaging among the 5 values of
Σ, a topology with a wider (Rm = 5, Lm = 3) rather than
a deeper (Rm = 2, Lm = 5) tree shows gains in the e2e-BE
and e2e-RT delays of almost 68.2% and 66.2%, respectively.
Additionally, the difference in terms of packet loss for the
same scenarios is negligible. Finally, these results highlight
that the EMMON network architecture scales well with the
number of nodes in a WSN Patch. This is one of the most
important aspects of EMMON, since it shows that our hier-
archical architecture can scale easily to thousands of nodes
by dividing the network into patches.

6.3 Network Coverage Simulation Analysis
Due to the limited area of our deployment for DEMMON1,

we did not actually apply the network planning tool as de-
scribed in Section 3. However, to further assess the scal-
ability of the proposed architecture, a set of experiments
have been conducted to find the minimum number of nodes
needed to cover a field of size up to 49 km2.
Each WSN Patch fits into a square cell of length LSBD =

Table 3: Coverage Simulation Results - SBD
Field Size WSN SNs to cover SNs to cover
[km2] Patches ≥ 60% ≥ 80%

1 25 600 1250
9 225 5000 10000
49 1225 30000 50000

200 m (SBD scheme) or an equilateral triangle tile of length
LTBD = 200 m (TBD scheme), with the GWs placed in
the middle, and C = 12 CHs evenly spread along two rings
around the GW, whose radius are R1 = 40 m and R2 =
80 m, respectively (c.f. Fig. 3). Then, a variable num-
ber of SNs are randomly distributed in the field and every
node (SN and CH) associates to a parent node following
the IEEE 802.15.4 association mechanism and a simple met-
ric based on the evaluation of the received signal strength
(RSSI). The RSSI measurements are simulated by relying
on the inherent radio propagation and IEEE 802.15.4 inter-
ference models offered by the simulator [25] and tuned with
TelosB–like physical parameters.

Given R = 50 m, the communication radio range common
to every node in the WSN Patch and Rr = 25 m, the sens-
ing range of each SN (Fig 5), the field coverage has been
computed as described in Section 3. Results are reported
in Table 3 and Table 4 for the SBD and TBD schemes, re-
spectively. In particular, Table 3 reports on the numbers of
network elements needed to cover at least 60% or 80% of
the monitoring area, while in Table 4, assuming the same
number of SNs as in Table 3, the focus is on the resulting
coverage.

Comparing the two deployment schemes we can claim
that: (i) SBD reaches an almost full coverage, while the
TBD shows limited performance, but (ii) to allow neighbor
patches to work in parallel, the SBD scheme requires that
each patch runs on one of 9 distinct frequency channels (each
patch has 8 neighbor patches); while the TBD requires only
4 channels (each patch has 3 neighbor patches). As a con-
sequence, the best deployment approach is to be traded off



Table 4: Coverage Simulation Results - TBD
Field Size WSN SNs Coverage [%]
[km2] Patches

1 77 600 39.51
1 77 1250 66.37
9 527 5000 36.88
9 527 10000 60.20
49 2627 30000 36.74
49 2627 50000 52.95

with the application requirements: e.g., in a controlled en-
vironment like in a Data Center we might allow to reserve
more channels for our monitoring network, while in Urban
environments only the classical IEEE 802.15.4 four chan-
nels might be available. However, both tables show that the
number of WSN Patches as well as the average number of
SNs per patch increase quite slowly. This confirms that the
proposed architecture scales well against the size of the mon-
itored area, with relatively stringent coverage requirements.

7. CONCLUSIONS AND FUTURE WORK
This paper outlined our toolset to support EMMON WSN

system architecture for large–scale, dense and real–time em-
bedded monitoring. It is a complete toolset for engineering
these systems, encompassing deployment planning, network
dimensioning, analysis, protocol simulation and nodes test-
ing/programming: this helps the designer to have a global
picture of the whole system.
This toolset has been paramount to test the EMMON

baseline system architecture through extensive simulation as
well as experimental evaluation, proving its feasibility and
scalability. DEMMON1, i.e., the first EMMON demonstra-
tor, is a 300+ nodes test-bed and is, to the best of our
knowledge, the largest single–site WSN test-bed in Europe.
Ongoing work about the EMMON system includes the

extension of its baseline architecture with security and re-
liability add-ons. As a consequence, parallel work will be
devoted on extending the toolset to support the design and
validation of such new features. For instance, sniffer and
parser tools (as mentioned in Section 5) will be extended
(i) to allow the synchronization among multiple distributed
sniffing points, (ii) to decode ciphered packets and, finally,
(iii) to inject packets in a fully controlled way, in order to
test the network’s fault tolerance mechanisms.
Overall, we believe that the EMMON system architecture

and the related toolset presented in this paper will foster and
ease the design, test and validation of WSN applications.
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