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Figure 1: Screenshots of theGestMan application illustrating (1) management of gesture vocabularies and datasets, (2) editing

the structure of a gesture set, (3) processing gesture samples, and (4) computation of gesture features.

ABSTRACT

We introduce GestMan, a cloud-based GESTure MANagement
tool to support the acquisition, design, and management of stroke-
gesture datasets for interactive applications.GestMan stores stroke-
gestures at multiple levels of representation, from individual sam-
ples to classes, clusters, and vocabularies and enables practitioners
to process, analyze, classify, compile, and reconfigure sets of gesture
commands according to the specific requirements of their applica-
tions, prototypes, and interactive systems. Our online tool enables
acquisition of 2-D stroke-gestures via a HTML5-based user interface
as well as 3-D touch+air and webcam-based gestures via dedicated
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mappers. GestMan implements five software quality characteris-
tics of the ISO-25010 standard and employs a new mathematical
formalization of stroke-gestures as vectors to support efficient com-
putation of various gesture features.

CCS CONCEPTS
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KEYWORDS

Stroke-gestures; Gesture sets; Cloud computing; Gesture data man-
agement; Tool; Isochronicity; Isometricity; Isoparameterization.

ACM Reference format:

Nathan Magrofuoco, Paolo Roselli, Jean Vanderdonckt, Jorge Luis Pérez-
Medina, and Radu-Daniel Vatavu. 2019. GestMan: A Cloud-based Tool
for Stroke-Gesture Datasets. In Proceedings of ACM SIGCHI Symposium on
Engineering Interactive Computing Systems, Valencia, Spain, June 18–21, 2019
(EICS ’19), 6 pages.
https://doi.org/10.1145/3319499.3328227

https://doi.org/10.1145/3319499.3328227
https://doi.org/10.1145/3319499.3328227


EICS ’19, June 18–21, 2019, Valencia, Spain Magrofuoco et al.

1 INTRODUCTION

The wide availability of touch and motion sensing devices has
created an urgent need for advances on good practices for ges-
ture set design towards gesture commands that are efficient to
perform [14, 26], easy to recall [2], accurately recognized [15, 21],
and a good fit to the functions they execute [9, 28]. Although there
are many application scenarios and contexts of use where gesture
input is preferable to other interaction modalities, such as to voice
input when addressing Internet-of-Things (IoT) devices [12], our
present knowledge on designing good gesture sets remains rather
scattered in various repositories, which affects its reusability. Prac-
titioners’ efforts to systematize gesture sets and data have taken
various forms, such as the creation of web pages1 that collect links
to gesture resources available on the web, including public gesture
datasets. However, these resources are characterized by hetero-
geneity and are reusable only after hands-on coding efforts: for
example, gesture sets that can be downloaded from web sites and
repositories come in various file formats, such as JSON, XML, CSV,
or ASCII, not to mention the various data structures employed to
represent them. Heterogeneity in data representation is present even
when it is the same authors that regularly release gesture datasets;
see [24–26]. Also, setting up code from repositories into production
demands technical skills, time, and effort that sometimes impede
adoption by researchers and designers. Consequently, data avail-
able in this form do not maximize reusability of available gesture
resources [2, 21, 29, 30]. To overcome this limitation, we bring the
following practical contributions in the community of Engineering
Interactive Computing Systems (EICS):
• GestMan, a cloud-based application for stroke-gesture sets (see
Fig. 1 for a screenshot) that implements management of ges-
ture data from (1) acquisition to (2) processing, (3) analysis and
classification, (4) composition of gesture sets, and (5) routing
of gestures to the next stages of the development process. We
also present technical details for the implementation of plugin
modules for GestMan regarding the acquisition and storage of
various types of gestures, e.g., touch, touch+air, and gestures
captured from a video camera.

• A practical discussion of the five ISO-25010 software quality
characteristics implemented by GestMan (see Table 1).

• A mathematical formalization of stroke-gestures as vectors im-
plemented by GestMan to compute gesture features.

2 RELATEDWORK

The first gesture-based tools were represented by applications pri-
marily aimed at facilitating coding and implementation of gesture
recognizers. For example, Gestural Interface Designer (GID) [6], the
first gesture design tool to the best of our knowledge, featured ded-
icated graphical controls as part of its controls toolbox that enabled
designers to specify the input modality in the form of pointing and
gesture input. The Gesture Design Toolkit (gdt) followed as a pro-
totyping tool for designing gesture sets and was updated by Quill
[15] to assist designers of pen-based user interfaces in creating and
optimizing their stroke-gestures for accurate recognition by the
computer. Since one of the design criteria for gesture sets is high
recognizability, a variety of stroke-gesture recognition approaches
1https://sites.google.com/site/adriendelaye/home/pen-and-touch-datasets

soon followed [17, 19–21, 23, 29]. Among the first ones, the Rubine
recognizer [17] required ten to fifteen gesture examples of each
gesture class to deliver high accuracy. When gesture classes turned
out too many, they were structured into gesture groups, such as a
group for “editing” functions. Gesture classes and groups form a
gesture set. Once training samples or templates are available, the
gesture set can be evaluated for recognition accuracy.

The Gesture and Activity Recognition Toolkit (GART) [16] en-
abled the development of gesture-based interfaces by providing an
abstraction to machine learning algorithms suitable for modeling
and recognizing different types of gestures. The toolkit also sup-
ported data collection and training of gesture recognizers.Magic
[3] was introduced to help designers create motion gestures by pro-
viding feedback regarding the internal consistency of the gesture
set, the distinguishability of the gesture classes, and highlighting
false positives. The follow-up, Magic 2.0 [11], introduced a web
service for false positives. UsiGesture [4] is a package for incorpo-
rating gestures in graphical user interfaces designed under Eclipse.
UsiGesture enables developers to select both the gesture set and
the recognizer for a particular application, but also to employ sev-
eral recognizers at once, yet does not explicitly address the problem
of organizing and managing gesture sets. Over the recent years, the
level of abstraction of gesture-based user interfaces has been in-
creasing constantly, the Gesture Library [8] and GestIt [18] being
two representative examples. For example, GestIt models gestures
using temporal and composition operators and connects them to
a user interface model in which the feedback is bound to the leafs
and nodes of a model decision tree. Several gesture datasets have
been made publicly available in the community, including stroke-
gestures [25, 26, 29], touch and multi-touch input [24], motion
gestures [5], and whole-body gesture datasets [7, 22] as well as tex-
tual descriptions of gestures collected from users during elicitation
studies, such as the smart rings study of Gheran et al. [9].

In conclusion, several environments, tools, and datasets exist
that support authoring, design, and development of gesture user
interfaces, but the management of gesture sets has been primarily
restricted to their own internal usage, i.e., once a gesture set is
created in one of these environments, it is directly integrated. 6DMG
[5], a dataset of spatio-temporal gestures with position, orientation,
acceleration, and angular speed, probably approaches GestMan
in that it provides a database for gesture sets, but management
operations are not offered via a cloud-based system.

3 GESTURE DATA MANAGEMENT AND

PROCESSINGWITH GESTMAN

3.1 Software Architecture

We implemented GestMan as a cloud-based JavaScript applica-
tion to enable any online participant to contribute with gesture ex-
amples regardless of their operating system, web browser, or input
device. The technology used for GestMan was MEAN (MongoDB,
Express.js, Angular.js, and Node.js) deployed in the form of a
Heroku application on top of a persistent gesture database; see Fig. 2
for a visual illustration of the architecture. MongoDB is structured in
terms of collections (the equivalent of tables in SQL terminology) of
JSON documents (equivalent to columns in SQL terminology) char-
acterized by schemas, which can be directly queried based on fields

https://sites.google.com/site/adriendelaye/home/pen-and-touch-datasets
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Characteristic (factor) Definition

Interoperability (compatibility) Degree to which two or more systems, products or components can exchange information and use it
Integrity (security) Degree to which a system prevents unauthorized access to, or modification of information
Accountability (security) Degree to which the actions can be traced uniquely to the user
Modifiability (portability) Degree to which a system can be modified without introducing defects
Adaptability (portability) Degree to which a system can effectively and efficiently be adapted to evolving hardware, software, and usages

Table 1: ISO/IEC 25010 characteristics and corresponding definitions used to assess software quality for GestMan.

(or SQL rows), ranges, or regular expressions. MongoDB also supports
a series of functions to manipulate stored gestures, making them
persistent and interoperable from one application to another. Since
MongoDB is a NoSQL document-oriented database that manipulates
JSON documents, it relies on schema to structure the gesture data.
These schema can be seen as the “blueprints” of the collections from
the database, enabling validation of the various fields of the stored
gestures. While MongoDB uses a flexible schema that does not en-
force any document structure, it prescribes the usage of more rigid
schema that are then converted into models; see Fig. 2b. These mod-
els are used to instantiate documents in the database, ensuring that
each document follows the structure defined in the corresponding
Mongoose schema and can be manipulated accordingly.

3.2 Gesture Data Structure

GestMan presents three views for each gesture (see Fig. 1):

(1) An external view that depicts each gesture graphically to
end-users 3 .

Figure 2: GestMan software architecture.

(2) A conceptual view showing gesture properties that are useful
for designers 5 .

(3) An internal view that presents gestures in terms of raw data
(see Fig. 3), which can be directly queried from the database,
such as “which gestures are appropriate for navigation with a
smartphone?”

The atomic level of our representation is the point with cor-
responding timestamp and list of properties. All samples can be
assigned (property, value) pairs. This way, an event listener can be
implemented on a specific gesture area to receive notification when
the associated property changes. A stroke represents a list of points
and a gesture is represented as a list of strokes.

A gesture class 2 contains all the gesture samples of the same
type. Gestures can be grouped into a gesture cluster, which can be
decomposed into a series of sub-clusters, e.g., the cluster “Letters”
could group all the letters and be further decomposed into lowercase
and uppercase letters. Classes and clusters form a gesture set 1 ,
e.g., “Letters and Digits,” which can be assembled into a gesture
vocabulary, such as the ”Latin alphabet” or ”More’s alphabet”; see
Fig. 4. Gesture sets can be declared as public to be accessed by all
users without registration required, application-oriented when the
gesture set can be modified by GestMan registered users only,
or private when it can be only modified by invited members. Any
gesture set can also be marked as standard, such as widely employed
gesture sets to preserve their consistent usage, such as HHReco

Figure 3: The internal view for gestures stored in GestMan.
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Figure 4: More’s alphabet of stroke-gestures.

Figure 5: A “helix” 3-D motion gesture.

[10], NicIcon [27], $1 [29], or the difficulty datasets [26], which
are unmodifiable to ensure integrity. These gesture sets can be
duplicated to enable further editing.

3.3 Gesture Acquisition

During acquisition, points are delivered by a sensor and stored
as real numbers with timestamps and referred to as Raw Data
Points (RDP) [6] or in the form of Euler angles or Tait-Bryan angles.
Gestures can be converted into a vector-based representation, as
employed by PennyPincher [19] and !FTL [20] gesture recognizers,
which reduces the size of the representation that is both structure
preserving and coordinates-free. Each gesture gesture sample 3
can be acquired on-demand with contextual information 4 re-
garding the user, the input device, and the environment. Hence,
any gesture can be declared as user-dependent or user-independent.
Similarly, gestures can be attached to a particular platform, e.g.,
a tablet, or environment, e.g., a smart room. Therefore, gestures
can be marked as user-, device-, or environment-dependent un-
der GestMan. A platform-dependent gesture is applicable to only
one platform. The current version of GestMan supports acqui-
sition of 2-D gestures (via a HTML5-compatible browser) and 3-D
gestures (through finger- or object-tracking 6 from video and the
3DTouchPad device); see Fig. 7 and 5 .

3.4 Gesture Processing

GestMan provides the following set of primitives 7 : acquire, clear,
save, recognize, translate, rotate, and scale. Making a gesture posi-
tion, scale, or rotation invariant is optional [30]. For instance, the
“person” gesture from the NicIcon dataset [27] should be rotation-
dependent for two classes: a person laying down and standing
up, although the symbol remains the same. Similarly, a the arrow
“>” gesture can be made scale-dependent when associated to fast
forward function, for instance. The starting point of a gesture is
marked using a specific symbol and color, see the red circle shown
in Fig. 4, which is a recommendation from Chen et al. [5].

3.5 Gesture Analysis and Recognition

GestMan computes geometric features for gestures 5 , such as
Rubine’s features [17]. If needed, analysis can be conducted at
sample level, and gestures can be processed to maintain properties,
such as isometricity (i.e., the same distance between the points on the
gesture path), isochronicity (gesture points that are equally spaced
in time), and isoparameterization (the same amount of points) [20].

In addition to concentrating gesture knowledge into a single
repository, GestMan supports conducting experiments in an incre-
mental and collaborative way that relate to the three ACM badges2
concerning repeatability (same team, same experimental setup),
reproducibility (different team, same experimental setup), and repli-
cability (different team and different experimental setup). Gesture
set owners can ask participants to acquire new gestures or modify
existing gestures. For instance, Fig. 6 presents a snapshot from an
experiment conducted using GestMan.

The current version of GestMan implements four recognizers:
$1 [1], $P [21], !FTL and !NFTL [20], while PennyPincher [19], and
$Q [23] will be integrated in the future. GestMan supports adapt-
ability by enabling other recognizers, algorithms, and web services
(as recommended in [11]) to be integrated, such as Gestures-a-GoGo
[13] for producing synthetic gestures or KeyTime [14] for predict-
ing gesture production time. GestMan enables direct import of
code supporting therefore modifiability. Also, GestMan captures
stroke-gestures as points that can be converted to a vector represen-
tation. To this end, we defined vector-based formulae for Rubine’s
features [17], e.g., the f1 feature can be computed as follows:

f1 = cosα =
x2 − x0√

(x2 − x0)2 + (y2 − y0)2
=

(®u2 − ®u0) · ®e1
| ®u2 − ®u0 |

(1)

3.6 Gesture Composition

To support gesture integration, gestures can be composed by ap-
pending their strokes, decomposed from multi-strokes to unistrokes,
and recomposed at any level. When a gesture class is considered
definitive, it can be declared as “standard” to prevent changes or
loss of information. All these operations along with the primitives
from the processing stage are recorded into a log file that can be
replayed, providing thus a design history. Since all operations are
tracked, accountability is intrinsically supported.

2https://www.acm.org/publications/policies/artifact-review-badging

Figure 6: Conducting an experiment on a gesture set.

https://www.acm.org/publications/policies/artifact-review-badging
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Figure 7: Touch+air gestures acquired by 3DTouchPad.

Source: https://www.microchip.com/DevelopmentTools/

ProductDetails/DM160225

3.7 Gesture Routing

To support deployment of gesture vocabularies or sets, GestMan
exports JavaScript code of a selected gesture recognizer and the
gesture set stored in a compatible format. The exported resources
can be incorporated in the development life-cycle of the gesture
user interface.

4 PLUGIN MODULES FOR GESTMAN

Stroke-gestures are in GestMan as points entered using an HTML5
canvas or from a video camera using a special module. In the first
case, gesture points are directly captured and stored. In the sec-
ond case, points need to be extracted from the video using image
processing techniques. Therefore, a generic software architecture
problem arises: how to acquire a wide variety of gesture types us-
ing an application running in a web browser? For a stand-alone
application, this question is usually solved in a straightforward way
by relying on the SDK/API provided by the device vendor. Unfortu-
nately, this solution is tied to a particular software/hardware and
not always available in a web browser. In the rest of this section, we
exemplify our solution for two gesture types: touch+air gestures
and webcam-based 3-D gestures.

4.1 Touch+Air Gestures

Touch+air gestures are 2-D touch multistrokes followed by mid-air
gestures performed at a small distance (maximum 30 cm) from the
touchpad; see Fig. 7.. To acquire such gestures3, we developed a
3DTouchPad mapper with two threads (see Fig. 8) 4:

(1) A LibWebSockets client responsible for the polling of the
3DTouchPad device that collects data every 50 ms and cre-
ates a JSON message sent to a server. LibWebSockets5 is an
open-source C library for lightweight network protocols: a
data structure containing the connection information is cre-
ated with a protocol setup, an initialisation takes place and
the loop for the service is launched; a function callback is
executed for each event.

3https://www.microchip.com/DevelopmentTools/ProductDetails/DM160225
4Code is accessible at https://github.com/gigi199596/3DTouchPad-Mapper.
5https://libwebsockets.org/

Figure 8: Software architecture of the 3DTouchPad Mapper.

(2) A LibWebSockets server that sends messages to connected
clients. The server also delivers a local web page to display
a log of the messages that were received.

4.2 Webcam-based Gestures

To acquire a 2-D and a half or 3-D gesture, the tracking.js JavaScript
API6 uses lightweight computer vision techniques to track the color
of a pointer, such as an object, a pen, a finger, through the webcam.
This pointer color can be configured in the settings box, such as a
yellow highlighter ( 6 in Fig. 1).

5 CONCLUSION AND FUTUREWORK

We introduced GestMan, a publicly available7 cloud-based ap-
plication for collaboratively managing stroke-gestures, vocabular-
ies, sets, classes, and clusters, which implements five ISO quality
characteristics. GestMan as a handy platform for practitioners,
researchers, and developers to collaboratively manage their ges-
ture knowledge by fostering reusability, this artifact is evaluated
and reusable8 since it is documented, consistent (GestMan is intro-
duced in this technical note), complete, and permanently exercisable
(GestMan can be used by simple login and password). The code is
accessible through the Dashboard Heroku (see ”Deploy” to clone
the project): https://dashboard.heroku.com/apps/gestman.

Although some more sophisticated gestures could be captured,
GestMan still does not support other exchange protocols like
TUIO9 or Virtual Reality Peripheral Network (VRPN)10, which
would allow GestMan to support gesture acquisition from a wider
variety of devices. We leave such explorations for future work.

GestMan is intended to create a Community of Practice (CoP)
around stroke-gesture datasets, where every interested party could
contribute by: converting existing datasets and importing them into
GestMan, adding new datasets, editing shared datasets, defining
standard datasets such as those promoted by software vendors, per-
form a comparison of stroke-recognizers on some of these datasets.

6https://trackingjs.com/
7https://gestman.herokuapp.com/
8https://www.acm.org/publications/policies/artifact-review-badging
9See www.tuio.org
10See https://github.com/vrpn/vrpn/wiki
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