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Foreword 

This volume contains the proceedings of the Fourth International 
Workshop on Enterprise Systems and Technology (I-WEST 2010), held 
on July 24-25 in Athens, Greece. 

 The I-WEST workshop is a scientific event of IICREST, the 
Interdisciplinary Institute for Collaboration and Research on Enterprise Systems and 
Technology. I-WEST provides a platform to researchers and practitioners, 
from academia and industry, to discuss challenges, solutions, ideas, and 
experiences that relate to the broad field of enterprise systems and 
technology. Each year, a special theme is chosen within this broad field, in 
order to make presentations and discussions more focused. The theme of 
I-WEST 2010 is: Collaborative Environments: Support for Complex 
Distributed Activities. 

Collaborative environments, representing heavily distributed service-
oriented and context-aware ICT facilities, have been proving useful 
applicability concerning: (i) learning and training within virtual 
communities; (ii) governmental agencies’ cooperation for environment 
protection and road traffic safety; (iii) social networking. This requires 
sometimes “externalized” IT systems and services as a potential cost-
savings advantage by moving internally hosted IT services to external 
providers. We need to take a closer look into the main technical 
foundations and related challenges concerning collaborative 
environments, taking into consideration also the applicability in domains 
of high societal relevance. The two-day I-WEST event is to bring together 
researchers, academics and innovators to discuss the latest collaborative 
IT innovations intended to improve quality of life, create business 
opportunities, and stimulate economic growth. 

Hence, the contribution of I-WEST 2010 is inspired by the goal of 
advancing collaborative enterprise technologies and applying them in new 
ways, to create solutions for the dynamic and networked enterprises of the 
future. Spontaneous collaboration, context awareness, economic 
sustainability, and adaptive behavior are just some desired properties of 
future enterprise systems. Such systems have to be realized in distributed, 
heterogenous, and dynamic environments. Further, creative solutions 
grounded in enterprise technologies are needed. I-WEST 2010 also has 
the intention to unite researchers from various communities, including 
researchers working on enterprise computing, enterprise interoperability, 
context-aware systems, IT infrastructures, model-driven development and 
service-oriented architectures. 
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Following the I-WEST'10 Call for Papers and received submissions, 10 
papers were selected for a 30-minutes oral presentation during the 
workshop and for publication in these proceedings. The selected papers 
are a good illustration of different relevant topics that are currently under 
research: some papers are more oriented towards enterprise technology 
(considering it from the perspectives of data technology and information 
storage/retrieval) while other papers are directed more to the 
development of ICT applications related to this technology (considering 
human-actions-driven application specification, service-oriented 
application models, and some related computing paradigms, such as 
Autonomic Computing and Context-Aware Computing) as well as to 
innovative business models, enterprise information systems, and 
"externalization" of IT. 

Taking this opportunity, we would like to express our gratitude to all 
who have contributed to I-WEST 2010, including the authors (who have 
provided the main content for these proceedings) as well as the program 
committee members (who have provided constructive comments 
contributing to the content quality). We would also like to thank Vitor 
Pedrosa for the brilliant work and support in preparing the proceedings. 
Last but not least, we thank the invited speaker, Joaquim Filipe, for his 
invaluable contribution. Finally, we tremendously appreciate the 
willingness of SciTePress to publish the proceedings, expressing special 
gratitude to INSTICC. 

We wish all presenters and attendees an inspiring workshop and a nice 
stay in the beautiful city of Athens. 

 

July 2010 

 

José Cordeiro 
MDimitris Mitrakos 

Boris Shishkov 
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Multi-Agent Systems: Theory and Application in 
Organization Modelling 

Joaquim Filipe 

Escola Superior de Tecnologia do Instituto Politécnico de Setúbal 
Rua Vale de Chaves, Estefanilha, 2910 Setúbal, Portugal 

joaquim.filipe@estsetubal.ips.pt 

1 Introduction 

Organisations are multi-agent systems, eventually including both human and artificial 
agents. Organisations are also seen as multilayered Information Systems (IS) 
themselves, including an informal subsystem, a formal subsystem and a technical 
system as shown in figure 1. 

 
Fig. 1. Three main layers of the real information system [10]. 

We aim at improving the technical subsystem within the constraints defined by the 
other two. Organisational information systems are inherently distributed, nowadays, 
thus communication and coordination are major problems in this kind of information 
systems. Perhaps motivated by the difficult problems there is currently a strong 
interest on this area, which is an active research field for several disciplines, including 
Distributed Artificial Intelligence (DAI), Organisational Semiotics and the Language-
Action Perspective, among others. Our approach integrates elements from these three 
perspectives. 

The Epistemic-Deontic-Axiologic (EDA) designation refers to the three main 
components of the agent structure described in this paper. Here we propose an agent 
model which, contrary to most DAI proposals, not only accounts for intentionality but 
is also prepared for social interaction in a multi-agent setting. Existing agent models 
emphasise an intentional notion of agency – the supposition that agents should be 

INFORMAL IS: a sub-culture where meanings are established, intentions are understood, 
beliefs are formed and commitments with responsibilities are made, altered and discharged 

FORMAL IS: bureaucracy where form and rule replace meaning and intention 
 

TECHNICAL IS: Mechanisms to automate part of the formal 
system 



 

understood primarily in terms of mental concepts such as beliefs, desires and 
intentions. The BDI model [9] is a paradigm of this kind of agent.  

We claim that the cognitive notions that constitute the basis of intentional models 
show only one face of the coin, the other one being social agency. It is required that 
an adequate agent model, able to function in a multi-agent setting, should emphasise 
social agency and co-ordination, within a semiotics framework. Our approach focuses 
on organisational agents who participate in organisational processes involving the 
creation and exchange of signs, i.e. knowledge sharing, in a way that is inherently 
public, thus depending on the agent’s social context, i.e. its information field [10], to 
support co-ordinated behaviour. An information field is composed by all the agents 
and objects involved in a certain activity and sharing a common ontology. 

A realistic social model must be normative: both human agents and correctly 
designed artificial agents ought to comply with the different kinds of norms that 
define the information field where they operate, although exceptions may occur. 
Private representations of this shared, normative, knowledge are translations of the 
public knowledge into specific agent mental structures. When designing an artificial 
agent, the designer must adopt a private knowledge representation paradigm to set up 
the agent’s internal knowledge in such a way that it fits the normative shared 
ontology.  

We postulate that norms are the basic building blocks upon which it is possible to 
build co-ordination among organised entities and co-ordinated actions are the crux of 
organised behaviour. We claim that although organised activity is possible either with 
or without communication, it is not possible without a shared set of norms. Therefore, 
these socially shared norms define an information field that is a necessary condition 
for heterogeneous multi-agent co-ordination including both artificial agents and 
humans. 

2 The Normative Structure of the EDA Model 

Norms are typically social phenomena. This is not only because they stem from the 
existence of some community but also because norms are multi-agent objects [5]: 

• They concern more than one individual (the information field involves a 
community) 

• They express someone’s desires and assign tasks to someone else 
• Norms may be regarded from different points of view, deriving from their 

social circulation: in each case a norm plays a different cognitive role, be it a 
simple belief, a goal, a value, or something else. 

Social psychology provides a well-known classification of norms, partitioning them 
into perceptual, evaluative, cognitive and behavioural norms. These four types of 
norms are associated with four distinct attitudes, respectively [10]: 

• Ontological – to acknowledge the existence of something; 
• Axiologic – to be disposed in favour or against something in value terms; 
• Epistemic – to adopt a degree of belief or disbelief; 
• Deontic – to be disposed to act in some way. 
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Fig. 2. The EDA Agent Knowledge-Base Structure. 

An EDA agent is a knowledge-based system whose knowledge base structure is 
based on the following three components: the Epistemic, the Deontic and the 
Axiologic. 

The epistemic model component is where the knowledge of the agent is stored, in 
the form of statements that are accepted by that agent. Two types of knowledge are 
stored here: declarative knowledge – statements relative to the agent beliefs – and 
procedural knowledge – statements concerning the know-how of the agent, e.g. their 
plans and procedural abilities. 

The importance of norms to action has determined the name we have chosen for 
the model component where the agent goals are represented. An agent goal may be 
simply understood as the desire to perform an action (which would motivate the 
designation of conative) but it can also be understood, especially in a social context, 
as the result of the internalisation of a duty or social obligation (which would 
motivate the designation of deontic). We have adopted the latter designation not only 
because we want to emphasise the importance of social obligations but also because 
personal desires can be seen as a form of ‘generalised’ obligation established by an 
agent for himself. This provides a unification of social and individual drives for 
action, which simplifies many aspects of the model. 

The axiologic model component contains the value system of the agent, namely a 
partial order that defines the agent preferences with respect to norms. The importance 
of the agent value system is apparent in situations of conflict, when it is necessary to 
violate a norm. This preference ordering is dynamic, in the sense that it may change 
whenever the other internal components of the agent model change, reflecting 
different beliefs or different goals. 

3 Intentions and Social Norms in the EDA Model 

The multi-agent system metaphor that we have adopted for modelling organisations 
implies that organisations are seen as goal-governed collective agents, which are 
composed of individual agents.  

In our model individual agents are autonomous, heterogeneous, rational, social 
agents. Therefore, they are compelled to make decisions and act in a way that, 
although not entirely deterministic, is constrained by their rationality. Actually their 
behaviour would be predictable if we knew all the details of their EDA model 

EDA Agent Knowledge-Base 

 

 Epistemic 

Component 

Deontic 

Component 

Axiologic 

Component 
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components, the environment stimuli, their perception function and also the reasoning 
machine they use, because the ultimate goal of a rational agent is to maximize its 
utility. 

Typically, artificial intelligence (AI) agent models consider intelligent agent 
decision processes as internal processes that occur in the mind and involve 
exclusively logical reasoning, external inputs being essentially data that are perceived 
directly by the agent. This perspective does not acknowledge any social environment 
whatsoever. In this paper we start from a totally different perspective, by emphasising 
the importance of social influences and a shared ontology on the agent decision 
processes, which then determines agents’ activity. We shall henceforth refer to agent 
as ‘it’ although the EDA model also applies to human agents. In any case, we are 
particularly interested in the situations where information systems are formally 
described, thus making it possible for artificial agents to assist or replace human 
agents. 

An important role of norms in agent decision processes is the so-called cognitive 
economy: by following norms the agent does not have to follow long reasoning chains 
to calculate utilities – it just needs to follow the norms.  

However, instead of adopting a whole-hearted social sciences perspective, which 
is often concerned merely with a macro perspective and a statistical view of social 
activity, we have adopted an intermediate perspective, where social notions are 
introduced to complement the individualistic traditional AI decision models: a 
psycho-social perspective, whereby an agent is endowed with the capability of 
overriding social norms by intentionally deciding so. 

Our model enables the relationship between socially shared beliefs with agent 
individual, private, beliefs; it also enables the analysis of the mutual relationships 
between moral values at the social level with ethical values at the individual level. 
However, we have found particularly interesting analogies in the deontic component, 
specifically in the nature of the entities and processes that are involved in agent goal-
directed behaviour, by inspecting and comparing both the social processes and 
individual processes enacted in the deontic component of the EDA model. 

This was motivated by the close relationship between deontic concepts and agency 
concepts, and represents a direction of research that studies agency in terms of 
normative social concepts: obligations, responsibilities, commitments and duties. 
These concepts, together with the concepts of power/influence, contribute to facilitate 
the creation of organisational models, and are compatible with a vision of 
organisations as normative information systems as well as with the notion of 
information field that underlies the organisational semiotics approach, on which the 
work presented in this paper is inspired. 

As will be explained in more detail in the next section, an essential aspect of the 
EDA model is that the Deontic component is based on the notion of generalised goal 
as a kind of obligation, that encompasses both social goals (social obligations) and 
individual goals (self obligations). Following a traditional designation in DAI, we 
designate those individual generalised goals that are inserted in the agenda as 
achievement goals, as in [4]. Figure 3 describes the parallelism between mental and 
social constructs that lead to setting a goal in the agenda, and which justifies the 
adoption of the aforementioned generalised obligation. Here, p represents a 
proposition (world state). ( )B pα  represents p as one of agent α ’s beliefs. ( )O pβ

α  
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Fig. 3. Social and Individual goals parallelism in the EDA model. 

represents the obligation that α  must see to it that p is true for β . ( )O pα

α  represents 
the interest that α  has on seeing to it that p is true for itself – a kind of self-imposed 

obligation. In this diagram ( , )p W Dα∈ Ε  means, intuitively, that proposition p is 
one of the goals on α ’s agenda. 

Interest is one of the key notions that are represented in the EDA model, based on 
the combination of the deontic operator ‘ought-to-be’ [14] and the agentive ‘see-to-it-
that’ stit operator [1]. Interests and Desires are manifestations of Individual Goals. 
The differences between them are the following: 

• Interests are individual goals of which the agent is not necessarily aware, 
typically at a high abstraction level, which would contribute to improve its 
overall utility. Interests may be originated externally, by other agents’ 
suggestions, or internally, by inference: deductively (means-end analysis), 
inductively or abductively. One of the most difficult tasks for an agent is to 
become aware of its interest areas because there are too many potentially 
advantageous world states, making the full utility evaluation of each potential 
interest impossible, given the limited reasoning capacity of any agent.  

• Desires are interests that the agent is aware of. However, they may not be 
achievable and may even conflict with other agent goals; the logical 
translation indicated in the figure, ( ) ( ( ))O p B O pα α

α α α∧ , means that desires 
are goals that agent α  ought to pursue for itself and that it is aware of. 
However, the agent has not yet decided to commit to it, in a global 
perspective, i.e. considering all other possibilities. In other words, desires 

Individual Goal

Social 
Obligation 
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α
 

Duty 

( )O pβ

α
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- Other agents 
- Inference 
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- Social roles 
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Achievement 
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become intentions only if they are part of the preferred extension of the 
normative agent EDA model [7]. 

It is important to point out the strong connection between these deontic concepts 
and the axiologic component. All notions indicated in the figure should be interpreted 
from the agent perspective, i.e. values assigned to interests are determined by the 
agent. Eventually, external agents may consider some goal (interest) as having a 
positive value for the agent and yet the agent himself may decide otherwise. That is 
why interests are considered here to be the set of all goals to which the agent would 
assign a positive utility, but which it may not be aware of. In that case the 
responsibility for the interest remains on the external agent. 

Not all interests become desires but all desires are agent interests. This may seem 
contradictory with a situation commonly seen in human societies of agents acting in 
others’ best interests, sometimes even against their desires: that’s what parents do for 
their children. However, this does not mean that the agent desires are not seen as 
positive by the agent; it only shows that the agent may have a deficient axiologic 
system (by its information field standards) and in that case the social group may give 
other agents the right to override that agent. In the case of artificial agents such a 
discrepancy would typically cause the agent to be banned from the information field 
(no access to social resources) and eventually repaired or discontinued by human 
supervisors, due to social pressure (e.g. software viruses). 

In parallel with Interests and Desires, there are also social driving forces 
converging to influence individual achievement goals, but through a different path, 
   

based on the general notion of social obligation. Social obligations are the goals that 
the social group where the agent is situated require the agent to attain. These can also 
have different flavours in parallel to what we have described for individual goals.  

• Duties are social goals that are attached to the particular roles that the agent is 
assigned to, whether the agent is aware that they exist or not. The statement 

( )O pβ
α  means that agent α  ought to do p on behalf of another agent β . 

Agent β  may be another individual agent or a collective agent, such as the 
society to which α  belongs. Besides the obligations that are explicitly 
indicated in social roles, there are additional implicit obligations. These are 
inferred from conditional social norms and typically depend on 
circumstances. Additionally, all specific commitments that the agent may 
agree to enter also become duties; however, in this case, the agent is 
necessarily aware of them.  

• Demands are duties that the agent is aware of1. This notion is formalised by 
the following logical statement: ( ) ( ( ))O p B O pβ β

α α α∧ . Social demands 
motivate the agent to act but they may not be achievable and may even 
conflict with other agent duties; being autonomous, the agent may also decide 
that, according to circumstances, it is better not to fulfil a social demand and 
rather accept the corresponding sanction. Demands become intentions only if 
they are part of the preferred extension of the normative agent EDA model – 
see [7] section 5.7 for details. 

                                                      
1 According to the Concise Oxford Dictionary, demand is “an insistent and peremptory request, 

made as of right”. We believe this is the English word with the closest semantics to what we need. 
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• Intentions: Whatever their origin (individual or social) intentions constitute a 
non-conflicting set of goals that are believed to offer the highest possible 
value for the concerned agent. Intentions are designated by some authors [11] 
as psychological commitments (to act). However, intentions may eventually 
(despite the agent sincerity) not actually be placed in the agenda, for several 
reasons: 

o They may be too abstract to become directly executed, thus requiring 
further means-end analysis and planning. 

o They may need to wait for their appropriate time of execution. 
o They may be overridden by higher priority intentions. 
o Required resources may not be ready.  

The semantics of the prescriptive notions described above may be partially 
captured using set relationships as depicted in figure 4, below. 

 
Fig. 4. Set-theoretic relationships among deontic prescriptive concepts. 

When an agent decides to act in order to fulfil an intention, an agenda item is 
created – we adopt the designation of achievement goal. Achievement goals are 
defined as in [4] as goals that are shared by individuals participating in a team that has 
a joint persistent goal. Following the terminology of [4] agent α  has a weak 
achievement goal, relative to its motivation (which in our case corresponds to the 
origin and perceived utility of that goal), to bring about the joint persistent goal γ  if 
either of the following is true: 

• α  does not yet believe that γ  is true and has γ  being eventually true as a 
goal (i.e. α  has a normal achievement goal to bring about γ ) 

• α  believes that γ  is true, will never be true or is irrelevant (utility below the 
motivation threshold), but has a goal that the status of γ  be mutually 
believed by all team members. 

However we do not adopt the notion of joint persistent goal for social co- 
ordination, as proposed by Cohen and Levesque [4] because their approach has a 
number of shortcomings, not only theoretical but also related to the practical 
feasibility of their model, which are well documented in [12]. 

Interests 
Desires Duties Demands 

Intentions 

Agenda 
Achiev. 
Goals 
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Fig. 5. The EDA model component relationships. 

4 The EDA Model Internal Architecture 

Using the social psychology taxonomy of norms, and based on the assumption that 
organisational agents’ behaviour is determined by the evaluation of deontic norms, 
given the agent epistemic state, with axiological norms for solving eventual interest 
conflicts, we propose an intentional agent model, which is decomposed into three 
main components: the epistemic, the deontic and the axiologic. Additionally there are 
two external interfaces: an input (perceptual) interface, through which the agent 
receives and pragmatically interprets messages from the environment and an output 
(acting) external interface through which the agent acts upon the environment, namely 
sending messages to other agents2.  

A socially shared ontology is partially incorporated in an agent cognitive model 
whenever it is needed, i.e. when the agent needs to perform a particular role. In this 
case, beliefs are incorporated in the Epistemic component, obligations and 
responsibilities are incorporated in the Deontic component and values (using a partial 
order relation of importance) are incorporated in the Axiologic component – all 
indexed to the particular role that the agent is to play. 

Figure 5 depicts the EDA model and its component relationships. 
Ψ is a pragmatic function that filters perceptions, according to the agent ontology, 

using perceptual and axiologic norms, and updates one or more model 
components.  

∑ is an axiologic function that is used mainly in two circumstances: to help decide 
which signs to perceive, and to help decide which goals to put in the agenda and 
execute. 

Κ is a knowledge-based component, where the agent stores its beliefs both 
explicitly and implicitly, in the form of potential deductions based on logical 
reasoning. 

Δ is a set of plans, either explicit or implicit, the agent is interested in and may 
choose to execute.  

The detailed description of each component, including its internal structure, is 
provided in [7]. In this paper we focus on the system behaviour. The next sections 

                                                      
2 In this paper we restrict our attention to the semiotic, symbolic, types of agent activity, ignoring 

substantive physical activities. 

action perception 

Axiological Component
∑  (values) 

Epistemic Component 
Κ (knowledge) 

Deontic Component 
Δ  (behavior) 

Ψ 
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show how in EDA we specify ideal patterns of behaviour and also how we represent 
and deal with non-ideal behaviours. 

5 Organisational Modelling with Multi-Agent Systems using the 
EDA Model 

The EDA model may apply to both human and artificial agents, and is concerned with 
the social nature of organisational agents: 

- Firstly, because it accounts for a particular mental structure (Epistemic-
Deontic-Axiologic) that is better, for our purposes, than other agent mental 
structures proposed in the literature to model agent interaction. Specifically, 
we intend to use it for modelling information fields where social norms 
influence individual agents and are used by an agent to guide inter-subjective 
communication and achieve multi-agent co-ordination.  

- Secondly, because the model is based on normative notions that are not only 
intended to guide the agent behaviour in a socially accepted way, but also to 
identify what sanctions to expect from norm violations, in order to let the 
agent take decisions about its goals and actions, especially when co-
ordination is involved. The EDA model is based on the claim that multi-
agent notions such as social commitment, joint intentions, teamwork, 
negotiation and social roles, would be merely metaphorical if their normative 
character were not accounted for.  

Given its social-enabled nature, the EDA agent notion may be used to model and 
implement social activities, involving multi-agent co-ordination. However, although 
the agent paradigm described in this paper is suited to model team work and joint 
problem solving, the major novelty with respect to other current agent models is the 
normative flavour. EDA agents are able to co-ordinate on the basis of shared norms 
and social commitments. Shared norms are used both for planning and for reasoning 
about what is expected from other agents but, internally, EDA agents keep an 
intentional representation of their own goals, beliefs and values.  

Co-ordination is based on commitments to execute requested services. 
Commitments are represented not as joint intentions based on mutual beliefs, as is the 
case of the Cohen-Levesque model, upon which the BDI paradigm is based, but as 
first-class social concepts, at an inter-subjective level. The organisational memory 
embedded in the representation of socially accepted best-practices or patterns of 
behaviour and the handling of sub-ideal situations is, in our opinion, one of the main 
contributions that a multi-agent system can bring about. 

6 Representing Ideal and non-Ideal Patterns of Behaviour 

The EDA model is a norm-based model. Norms are ultimately an external source of 
action control. This assumption is reflected specially in the Deontic component of the 
EDA model. 
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Standard Deontic Logic (SDL) represents and reasons about ideal situations only. 
However, although agent behaviour is guided by deontic guidelines, in reality an 
agent who always behaves in an ideal way is seldom seen. The need to overcome the 
limited expressiveness of SDL, and to provide a way to represent and manipulate sub-
ideal states has been acknowledged and important work has been done in that 
direction, e.g. by Dignum et al. [6] and also by Carmo and Jones [2]. 

Contrary to SDL, the Deontic component of the EDA model is designed to handle 
sub-ideal situations. Even in non-ideal worlds, where conflicting interests and 
obligations co-exist, we wish to be able to reason about agent interests and desirable 
world states in such a way that the agent still is able to function coherently.  

Behaviours may be represented as partial plans at different abstract levels. A goal 
is a very high abstract plan, whereas a sequence of elementary actions defines a plan 
at the instance level. The Deontic component is similar, in this sense, to what Werner 
[13] called the agent intentional state.  

However, in our model, agent decisions depend both on the available plans and a 
preference relationship defined in the axiologic component. This value assignment, 
which is essential for determining agent intentions, i.e. its preferred actions, can 
change dynamically, either due to external events (perception) or to internal events 
(inference), thus dynamically modifying the agent’s intentions.  

Although our representation of ideal behaviours is based in deontic logic, we 
acknowledge the existence of problems with deontic logic, partially caused by the fact 
that the modal ‘ought’ operator actually collapses two operators with different 
meanings, namely ‘ought-to-do’ and ‘ought-to-be’. Our solution, inspired in [8] and 
[1], is to use a combination of action logic and deontic logic for representing agentive 
‘ought-to-do’ statements, leaving the standard deontic operator for propositional, 
declarative, statements. Agentive statements are represented as [ ]:stit Qα  where α  
stands for an agent and Q stands for any kind of sentence (declarative or agentive). 
An ‘ought-to-do’ is represented using the conventional ‘ought-to-be’ modal operator 
combined with an agentive statement, yielding statements of the form [ ]:O stit Qα  

or, for short: ( )O Qα . 
The representation of behaviours using this kind of agentive statement has several 

attractive properties, including the fact that it is a declarative representation (with all 
the flexibility that it provides) and that there exists the possibility of nesting plans as 
nested stits.  

A plan is typically given to the agent at a very abstract level, by specifying the 
goal that it ought to achieve. The agent should then be able to decompose it into 
simple, executable, actions. This decomposition can be achieved by a means-ends 
process. By representing plans declaratively, as behavioural norms, the process 
becomes similar to backward chaining reasoning from abstract goals to more specific 
ones, until executable tasks are identified, the same way as in goal oriented reasoning 
in knowledge-based systems. This similarity enables the adoption of methods and 
tools from that area, being especially useful the inference engine concept. 

However, the Deontic component does not control the Agenda directly, i.e. it is 
not responsible for setting the agent goals directly, because the prospective agent 
goals – similar to desires, in the BDI model – must be analysed by the Axiologic 
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component first, which computes their value accordingly to an internal preference 
relation, taking into account possible obligation violations.  

7 Conclusions 

The EDA model is a norm-based, theoretically sound, agent model that takes into 
account not only the intentional aspects of agency but also the social norms that 
prescribe and proscribe certain agent patterns of behaviour. The main components of 
this model (Epistemic, Deontic and Axiological) have a direct relationship with the 
types of norms that are proposed in the social psychology theory supporting the 
model. In this paper, however, we focused our attention essentially in the Deontic 
component, where the normative social aspects are more important, namely where 
ideal and sub-ideal behaviours are represented. 

We consider agents to be goal-governed systems. All agent goals can be 
represented as obligations, encompassing both agent self-imposed obligations and 
social obligations – derived from moral obligations or commitments established in the 
course of their social activity.   

Organizations can be seen as multi-agent systems with the EDA internal 
architecture based on deontic agency notions making it easier to understand some 
social aspects that in other agent models can only be modelled indirectly through 
joint-goals. 
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Abstract. Current approaches to information systems (IS) still ignore its human 
nature resulting too often in technical IS project failures. One of the reasons 
seems to be their scientific and technical bias following a philosophical 
objectivist stance. One way to overcome this narrow view is to use a paradigm 
that takes properly into account the human element, his behaviour and his 
distinct characteristics within organisational and business domains. This is the 
purpose of Human Relativism (HR) a new philosophical stance centred in the 
human element and focused in the externalisation of his behaviour namely 
human actions. In order to introduce, describe and propose a suitable approach 
to IS development following HR principles this paper introduces NOMIS, a 
normative modelling approach for IS. NOMIS integrates the key notions and 
views of three IS socio-technical approaches, namely Organisational Semiotics, 
the Theory of Organised Activity and Enterprise Ontology in a coherent and 
consistent human-centred modelling approach. The new vision provided by 
NOMIS is intended to furnish a more realistic, comprehensive, and concise 
modelling of IS reality. In this paper some examples of this vision expressed by 
NOMIS views and some of its specific representation diagrams will be shown 
applied to an empirical case study of a library system. 

Keywords. Information systems, Information systems development approaches, 
Information Systems modelling, Human-centred information systems, Human 
relativism, Organisational semiotics, Theory of organized activity, Enterprise 
ontology, NOMIS. 

1 Introduction 

Current approaches to information systems (IS) still ignore its human nature resulting 
too often in technical IS projects failure. One of the reasons seems to be their 
scientific and technical bias following a philosophical objectivist stance. To overcome 
the problems felt by these hard approaches a group of soft approaches have been 
proposed. These soft approaches usually follow a social constructivist philosophical 
stance that sees the world as socially constructed by individuals and groups where the 
social and human aspects take the leading role. Although promising to solve the 
issues of hard approaches, soft approaches did not succeeded as it can be deduced by 
its low adoption rate. Therefore, we think that a possible solution will be to have good 



and accurate theoretical principles, a modelling representation expressing human and 
business reality according to those principles and a technical design and 
implementation produced from those models. First, and in order to provide the 
theoretical principles that take properly into account the human element and its 
behaviour, in [1] a new philosophical stance – Human Relativism (HR) – was 
proposed together with an analysis of human action seen as the kernel element of any 
approach following this stance. In this paper we use and extend the HR view by 
introducing a new modelling approach for IS – NOMIS – that integrates the key 
notions and views of three socio-technical approaches to IS, namely Organisational 
Semiotics [2], the Theory of Organised Activity [3] and Enterprise Ontology [4] in a 
coherent and consistent human-centred modelling approach built around the human 
action element. The new vision provided by NOMIS is intended to furnish a more 
realistic, comprehensive, and concise modelling of IS reality. Also, in this paper some 
examples of this vision expressed by NOMIS views and some of its specific 
representation diagrams will be shown applied to an empirical case study of a library 
system. 

This paper is organised as follows: section 2 briefly presents the theoretical 
foundation of NOMIS, namely HR and NOMIS underlying theories. Section 3 makes 
a brief analysis and comparison of these theories and presents the integration 
principles adopted by NOMIS and its proposed modelling views. In section 4, a 
library system case study is used to illustrate the application of NOMIS, in particular 
some diagrams provided by each of its views will be presented. Section 5 presents 
some related work regarding other attempts to integrate the foundation theories of 
NOMIS and, finally, section 6 present the conclusions, work done and future work. 

2 Theoretical Foundations of NOMIS 

2.1 Human Relativism 

Human Relativism (HR) [1] is a simple philosophical stance that recognises reality 
relative to humans without adhering to a subjectivist view of the world. This view is 
particularly important in businesses and organisations where the key elements are 
humans that have different understanding, experience, and knowledge of 
organisational reality. Also information expressed by language and used to represent 
and communicate this reality has a fundamental role in this context. Again, 
information is dependent on individuals and their perceptions, interpretations, 
knowledge, judgment, etc being impossible to formulate and state precisely. Thus, HR 
recognises and highlights the central role played by humans by acknowledging an 
objective reality as human relative and proposes two concepts – observability and 
precision – to deal with the unpredictability and inaccuracy factors introduced. In 
order to understand the first concept – observability – is necessary to distinguish 
between perception, the process of acknowledging the external reality through our 
senses, and interpretation, the meaning making process. Only information goes 
through the interpretation process, all other elements of human reality are just 
perceived. This restricts what is perceived by humans and, consequently, what is 
understood as observable. Observable things can be viewed as material or physical 
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individual things from the objectivist point of view. As an example a particular house 
is observable, but the concept of a house, an universal, is not observable. 
From this perspective HR makes the following assumption: 

Anything that is observable will be more consensual, precise and, therefore 
more appropriate to be used by scientific methods. 

In practice observability intends to remove ambiguities from human reality and to 
achieve the necessary precision needed to apply and use scientific methods. Besides 
using observability it is also possible to remove ambiguities by having a high degree 
of precision in any element of human reality. This second concept of precision in HR 
seeks to deal with this matter. To have a high degree of precision means to have a 
reduced level of ambiguity and different meanings in some term or element making it 
generally accepted, recognised and shared. One way of achieving precision, for 
example, is the use of physical measurement. It is simple to say, by using an 
appropriate instrument, if a specific string has or has not one meter of length, making 
it not so dependent on individuals.  
From what have been said, an important Human Relativistic hypothesis is:  

By adopting observable elements or high precision elements under a human 
relativistic view it is possible to derive a scientific and theoretical well founded 
approach to IS. 

These simple ideas proposed by HR are, in fact, aligned with social constructivism 
and objectivism making a proper connection between them.  

From an IS development viewpoint most of the problems felt with hard and soft 
approaches have its origins in the human element. This element introduces, in many 
different ways, an unpredictability factor that prevents the use of scientific and 
objective methods. HR identifies and highlights this point by recognising human 
behaviour, in general, as the source of IS development problems. This allows for 
using different approaches when human behaviour is or is not present. Therefore, 
another HR hypothesis and conclusion is:  

We may freely apply technical approaches if there is no unpredictable 
behaviour present, specifically human behaviour. 

2.2 Organisational Semiotics 

One of theories supporting NOMIS is Organisational Semiotics (OS) [2] which was 
introduced by Ronald Stamper and his teams. OS perspective recognises and 
emphasises the social nature of IS and purposes a new philosophical stance – 
actualism – as a new way of looking into the world where reality and knowledge are 
constantly being constructed and altered by human agents through their acts. Human 
agents and their actions are, in fact, the essential elements of the two philosophical 
assumptions assumed in OS [5], namely: 
 

(1) there is no knowledge without a knower 
(2) his knowledge depend upon what he does 
 

Or, for practical purposes: 
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(1’) there is no reality without an agent 
(2’) the agent constructs reality through his actions 
These assumptions were also the result of adopting and extending the Theory of 
Affordances of James Gibson (1904-1979) to the organisational domain. James 
Gibson was a psychologist who had formulated a radical ‘ecological approach’ to 
visual perception [6]. His theory was an answer to some ideas he felt to be wrong: 1) 
the notion that perception was a passive process with sensory information being just 
received and processed, and 2) the environment did not contain enough information to 
guide action. His answer was that perception is in fact an active process, a system that 
not only receives, but also search information and assures stability of its supply, 
acquiring own knowledge in this process. The perception system is able to detect 
invariants from the flux of information received from the environment. The invariants 
the agent recognises are those that matter for its survival or well being. This idea can 
be simply described by the concept of affordance which means what the environment 
can do for a creature, or what it affords the creature to do to. Affordances can be seen 
as repertoires of behaviour attached to each element that an agent identifies as 
invariants. OS extended this notion of physical affordance to the social world by 
introducing the concept of social affordance, which analogously, enables social action 
by an agent. 

OS also establishes a particular dependency between affordances where an 
affordance cannot exist without the co-existence of another affordance. This kind of 
dependency known as ontological dependency is a key concept in OS. A selected set 
of affordances and their ontological dependencies, obtained from the different agents 
in the organisation, is used, in OS, to produce an ontological schema of the 
organisation known as an Ontology Chart (OC) where the key business terms are 
represented. 

Following the social perspective adopted by OS, organisations are understood as 
social systems, acknowledging a social reality where people and their social relations 
play the main role. In these social systems people behave, judge, think and act 
according to social norms. Norms govern the attitudes of individuals and become a 
fundamental element in the living organisation. These norms are socially constructed 
being learned, sustained and improved by each generation directing people to behave 
in a predictable, civilised and organised way. OS defines the following general 
behavioural norm structure [7]: 

 

IF condition THEN agent ADOPTS attitude TOWARD something 
 

The human agent having the necessary information (condition) is expected to adopt 
an attitude that will trigger or influence his actions towards something.  

Different groups of norms or norm systems act, in practice, as fields of forces 
binding people together and determining their expected behaviour. Each individual 
lives and shares different systems of norms such as those belonging to a nation, 
religion, tradition, family or a particular organisation, activity or business. Groups of 
people sharing a system of norms make up an information field. Stamper [8] provides 
the following definition of an Information field: 

“A group of people who share a set of norms that enable them collaborate for 
same purpose, constitute an information field, where the norms serve to 
determine the information the subjects need to apply them.” 
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Agents, affordances and its ontological dependencies, information fields and 
norms are the key notions applied by OS that provide a particular understanding of 
organisational reality. 

2.3 The Theory of Organized Activity 

The Theory of Organized Activity (TOA), thought and proposed by Anatol Holt [3] is 
the second foundation of NOMIS. This theory presents a new perspective of IS based 
on the concept of ‘Organized Activities’ or OA for short. This conceptual view of 
TOA and OAs can be described and it is confined in the following statement: 

“I intend the expression ‘organized activity’ to mean a human universal. Like 
language, organized activity exists wherever and whenever people exist. It will 
be found in social groups of a dozen, or in social groups of millions - in the 
jungle and in New York City, in every culture, and at every stage of 
cultural/technological history. It is manifest in every form of enterprise, 
whether catching big game, coping with a fire, or running a modem 
corporation – even acquiring and communicating by language.” [4, pg.1]. 

OAs are intended to form the basis for a systematic analysis of human organisation(s) 
and TOA emphasises a group of aspects and components for every OA: 
 A common communication language – expressed not only by words, but by 
actions and things as well, known as units and recognised by people sharing or 
involved in the same activity. Behind this idea there is an essential and associated 
metatheory called the Theory of Units (TU). 
 Actions – which directly affect, involve or act on things or materials. Actions are 
related to a temporal dimension. 
 Bodies – representing things or materials, related to a material dimension. 
 Action Performers – always persons and/or Organisational Entities. 
For planning OAs, TOA provides a diagrammatic language – Diplan [4] – where 
actions, action performers and bodies are shown together with the relationships 
between them. 
TOA puts a special emphasis on actions that must be always human actions. 
According to Holt responsibility can only be attributed to humans and therefore 
computers and other tools cannot perform actions. Human actions, in TOA, are 
understood as motivated and driven by the interests of their performers.  

Fig. 1 defines the OA kernel which relies in two dichotomies: persons/OE and 
actions/bodies. Referring to this kernel Holt states as a fundamental hypothesis of 
TOA that: “all organized activities, no matter how complex and subtle, can be 
usefully represented in these terms…” [4, pg. 56]. 

Besides TOA key concepts of actions and bodies, it also defines the concepts of 
state and information. A state in TOA only applies to bodies and is only understood 
within specific domains of action. This notion makes a TOA state different from the 
usual technical description of a state. Regarding information, in TOA it has the 
exclusive end use of making decisions, which determines the following course of 
actions. Information in TOA is carried in lumps by bodies, being those lumps 
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exclusive properties of those bodies. Information contents of a body depend on the 
context of its use and on the particular actors performing the actions. The same 
information can be used differently by different actors or in different contexts. 

 

 
Fig. 1. Organised Activity kernel [3]. 

TOA view of information is considered ‘a conceptual climax of the theory’. Three 
statements are made [4, pg.173]: 1) it is the first and only concept of information that 
relates information to human decision, 2) shows promise for the definition of 
measures consistent with those of Claude Shannon, and 3) provides a basis for 
explicating all real-world operations performed on real-world information. 

2.4 Enterprise Ontology 

The third NOMIS foundational theory is Enterprise Ontology (EO). EO is a complete 
methodology comprising an ontological model, a systems theory, a model 
representation and a method for its application. The essential basis of EO is the 
Language Action Perspective (LAP) [9] where the essence of an organisation is seen 
as the intentions, responsibility and commitment of people made with the exchange of 
language acts. LAP sees language as effective action which drives and produces 
changes in the world. Following LAP, EO views organisations as networks of 
communicating people. In fact organisations seen at an essential level, where there is 
no material or technical support, are nothing else than a group of communicating 
people. At this level work is produced as a result of the exchange of language acts; 
social aspects take higher emphasis than production aspects. In this sense work 
production is the result of people intentions, commitments, obligations and 
responsibility. This high level view of an organisation is explored in EO by focusing 
in communication and coordination aspects modelled using a general communication 
pattern derived from the W&F basic conversation for action. This pattern known as 
the basic transaction and shown in Fig. 2, is used to model any system or organisation 
at the essential level. An extension of this pattern, which includes the exception paths 
is understood as a socionomic law. In this pattern there is a clear distinction between 
coordination acts (C-acts) used in conversations and production acts (P-acts) used  for  
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objective action. C-acts are generally connected to commitments made by the 
speakers and P-acts to material or immaterial (such as decisions) actions made by the 
hearers. 
 

 
Fig. 2. The Basic Transaction Pattern [10]. 

Besides the philosophical foundations of EO based on LAP, there is a theory - the 
Ψ-theory - underlying EO that is defined in four axioms and one theorem. The first 
three axioms of this theory, namely the operation, transaction and composition 
axioms define respectively, the key elements modelled in EO, the transaction pattern 
and two particular compositions of these patterns. The fourth axiom – the distinction 
axiom – clearly establishes three different ontological levels for organisations 
emphasising the application of EO to the top level known as the ontological level. 
Finally, the organisation theorem completes the Ψ-theory. According to this theorem 
the organisation of an enterprise is a heterogeneous system composed by three 
homogeneous systems, namely the business, intellect and document organisation 
systems (B-organisation, I-Organisation and D-organisation for short). 

3 Analysis of the Theoretical Foundations of NOMIS 

Table 1. Comparison table of OS, TOA and EO key concepts. 

 OS TOA EO 
Focus Organisations, agents and 

behaviour 
Human organised 
activities 

Organisations as networks 
of commitments  

Kernel elements Signs Units Business transactions 
Context boundary Information field Activity  World ontology  
Means of  conducting 
business  

Agent actions within a 
normative scope 

Human action  Coordination acts and 
production acts  

Business performers Agents Persons and OEs Actor roles 
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3.1 Theoretical Core Concepts Analysis 

Starting by comparing the basic assumptions of OS, TOA and EO presented in the 
previous section we found a similar perspective of the world and how it is 
experienced. In fact those theories share, as most soft approaches, the social 
constructivist stance view where reality is socially constructed. An IS according to 
these theories is understood as a network of people where connections are established 
by human actions, interactions and communication. A social dimension where 
individuals are related to each other and to their environment is always considered. 

Regarding the instruments used to carry out the business and considered by each 
theory, we found linguistic and non linguistic actions performed by humans at the 
kernel of all of them. Whereas OS and TOA are based on general human actions, EO 
emphasises language acts, also human actions. One of the reasons for including only 
actions performed by humans has to do with the responsibility factor attached to those 
actions. Effectively, responsibility is a key concept in all these theories. To this 
concept, OS puts some emphasis also in authority, TOA in the interest of the human 
performers and EO in the intentions of those performers. 

Besides those common assumptions of centred human based information systems, 
there is another common aspect concerning people, their actions and their acting 
environment: awareness and grounding of the context. Whereas TOA uses the activity 
as a defining context for any performed action, OS defines an information field as the 
context to which everyone is subjected in a world of norms and social behaviours.  
EO, on the other hand defines the context by acknowledging a world ontology defined 
by each system, usually an organisation. 

Another two important and related concepts within IS are meaning and 
information. Bounded by context in the theories, ‘meaning’ in TOA is shared, 
dynamic and socially created, being established by the TOA unit concept. In OS 
‘meaning’ is imported from semiotics through the sign concept. From the semiotic 
perspective a TOA unit is a socially established sign, whose meaning can be defined 
and socially validated using a criterion. Meaning in EO is established according to the 
ontological model represented by the EO ontological parallelogram. This model 
applies to a system or organisation as a world ontology defining the meaning context. 

The second concept of ‘information’ is obtained by interpretation in EO and 
carried by language, in a broad sense, in LAP and by semiotic signs in OS. TOA has a 
different and particular view of information: “… it is always carried by bodies”, and it 
“… is a kind of human resource, as essential as energy”, which “end-use is in the 
making of decisions” [3, pg.130-131]. This means that information is useless, except 
for the making of decisions that can be a simple decision to act. 

One last common and important aspect found in TOA, EO and OS is the role of 
technology as supportive to business systems or organisations, or else to systems of 
people as they are understood. 

Concerning the relevant differences between the theories, they occur specially 
through the use/planning of human acting within any business or organisation. EO is 
based on language (as) actions for conducting business operation delegating other 
actions to a secondary level. On the other hand, TOA is strongly based on human 
actions of any kind involving always some material resource (a body). OS uses agents 
for doing the action according to a well formed formula where agents and actions are 
always present. In OS these actions are regulated by norms. An essential difference 
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regarding OS is that OS do not put the focus on how actions are conducted or on their 
effects but, emphasises the necessary conditions for actions through the affordance 
concept. A comparison table summarising the key ideas of this comparison is 
presented in Table 1. 

3.2 A Path for a New Modelling Approach for ISD 

The previous analysis of OS, TOA and EO show that there are some commonalities 
and some complementarities in them. Nevertheless, all of them provide innovative 
views of information systems supported by strong theoretical foundations. In spite 
their different views they share the same foundational basis: they all see the world 
under a constructivist philosophical stance, understanding information systems with a 
focus on individual and social aspects. This focus has also a common basis: the 
human action. TOA uses human actions as the drivers and kernel of activities. In EO 
there is a focus on communicative acts, which can be seen as a special case of human 
actions. On the other hand OS focus on affordances, but affordances are a kind of 
environmental states that afford human actions. Also in OS human action is a key 
term present in the universal well formed formula and in norms. The concept of 
human action is really a shared and connecting point between all these theories 
although they provide different views and use for human actions. Interestingly these 
views are in some way complementary. EO looks into communication aspects, TOA 
sees the effects of actions in bodies and as a consequence, action sequences and OS 
look into the necessary conditions for actions or what affords actions. A more 
comprehensive model of an IS could use all these views in a coherent way to provide 
an improved and comprehensive representation of the reality being modelled.  

Getting back to the social constructivist view adopted by each theory there is 
another aspect related to this view that is common and adopted in TOA, EO and OS – 
the individual understanding of the basic activity terms within a social shared context. 
This is materialised by the unit concept within the activity context of TOA and the 
affordance terms related to the information fields in OS. EO uses a world ontology 
applied to systems to establish the social context. From this common perspective all 
terms should be understood relatively to its social context. In OS an information field 
defines the context for meaning, in TOA the context is provided by an activity and in 
EO it is established by an organisation or system. It is possible that the same terms 
will be used and understood differently in different contexts in these visions.  

Another key concept adopted by OS is the norm concept. Norms are used by OS 
as a kind of force governing attitudes of people. In OS a group of norms define an 
information field. In particular, behavioural norms govern people actions. This is 
another transversal concept that can be used also in TOA and EO. However EO also 
defines a kind of norms that are expressed as action rules. These are in fact norms 
although they are only applied within the context of coordination acts. 

One issue relating these theories is their particular understanding of information. 
OS relates information to the semiotic sign, whereas in TOA information is used for 
the making of decisions. EO adopts in some way the semiotic view of OS within its 
‘ontological parallelogram’ [3].  

From the perspective of action performers all the theories share a common 
understanding: OS uses the human agent, TOA the human performer and EO the actor 
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being all of them a representation of the same concept. In these theories an agent may 
be an individual or an organisation and responsibility is assigned to this agent 
accordingly. The other related concepts assigned to individuals and used in the 
different theories, namely interests, authorities, commitments, intentions can all be 
used concurrently without clashing to any fundamental aspect of them. 

From a practical point of view for the structuring of information systems, TOA 
gives a good and practical perspective by focusing on activity decomposition of IS, 
which is also a natural way to understand and organise an IS.  

In conclusion, a possible integration of the powerful and well grounded views of 
OS, TOA and EO promise to be a better representation of the reality that should be 
further explored. 

4 The NOMIS Modelling Approach 

4.1 Introduction 

One of most important barriers to objective and successful design, development and 
implementation of technical IS has to do ultimately with the unpredictability factor 
introduced by the human element. HR showed a possible way to overcome 
unpredictability with the concepts of observability and precision. Effectively, 
unpredictability within IS is directly related to human behaviour where charcteristics 
like intentions, meanings, responsibilities, feelings, decisions, judgments, interests, 
values and many others are difficult to describe, to predict or to control. Part of this 
behaviour is observable; it is possible to see or to hear what each individual does or 
talks. These are the human actions. From this perspective human actions is defined 
here as the expression or externalisation of human behaviour, or the observable part 
of human behaviour. According to the HR assumption that “anything that is 
observable will be more consensual, precise and, therefore more appropriate to be 
used by scientific methods” human actions should be an ideal element to be 
incorporated and used as the centre of analysis, design and modelling of an IS. This 
conclusion is fully aligned with the perspective of the theories analysed in the 
previous section. As was pointed before, each of them takes human action as a central 
element of their view.  

This approach leads us also to think in the role of IT as a tool extending human 
capabilities by facilitating, improving, expanding and complementing human action.  

Although human action appears to be an ideal basis for IS modelling, it also 
introduces a link to human behaviour which is difficult to deal with. A solution for 
this problem is already provided in OS through the use of norms. Norms, particularly 
behavioural norms, give the possibility to deal with human behaviour by describing 
‘expected’ human behaviour. Norms act as fields of forces that make people tend to 
behave or think in a certain way. OS also uses the Information Field paradigm to 
describe different systems of norms that are shared and applied in different 
communities. These communities are composed by individuals belonging or acting 
within the same normative system. To identify and to take into account each 
normative field and the important norms regulating them and influencing human 
behaviour should be seen as a step further in the development of successful IS.  
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Fig. 3. The NOMIS modelling approach. 

The previous view based on human actions, norms and information fields, which 
is guided by the HR philosophical stance is the basis of NOMIS, an acronym for 
NOrmative Modelling of Information Systems, introduced here as a new modelling 
approach for IS. Following this perspective NOMIS defines four separated views into 
the IS reality, namely the physical view, the state view, the interaction view and the 
information view. The first three views reflect the visions and perspectives of, 
respectively, TOA, OS and EO in which NOMIS is based. The last complimentary 
view relates to the important information dimension uncovered in the previous 
analysis. A simple picture expressing this structure is depicted in Fig. 3. 

In the following sections each of the views proposed by NOMIS vision and its 
normative aspects will be briefly presented. 

4.2 The Interaction View 

The first view NOMIS proposes is the interaction view. The interaction view covers 
the communicational dimension of human action. All interactions involve 
communication and communication itself is a form of interaction. Any business or 
organisation is driven by a network of people performing actions coordinated by 
communication; interactions link people. From this perspective it is important to draw 
a special attention in how people interact and in particular communicate.  

This view covers the language-action perspective of EO and LAP and extends it. 
By focusing on interaction aspects of human action, in particular human 
communication, this view is expected to capture the essential aspects of any business 
and organisations as EO sees and understood it. Furthermore, EO uses a single 
business transaction pattern to model organisations that translates to a coherent, 
consistent and sequenced group of specific communication acts and production acts. 
Although this pattern may be used and shown using this view, NOMIS perspective is 
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not restricted to a single pattern and other types of interaction patterns, possibly based 
in the richness of language acts types described in [9], are accepted to be used and 
represented.  

In this view the different aspects involving interaction, such as who are the 
communicating actors, what interactions they perform, what communication links or 
channels connect them, and other observable aspects that may be addressed and 
represented.  

4.3 The State View 

The next NOMIS view is the state view. This view looks into environmental 
conditions and dependencies between them that enable an agent to act. This is the 
perspective of OS. The environment, including the appropriate elements, enables or 
affords the agent the ability to execute an action. These situations that NOMIS 
designates as environmental states (ES) and that the agent identifies as invariants, OS 
calls them affordances and shows them together with their dependencies in Ontology 
Charts. 

A difference concerning OS is that environmental states defined in NOMIS and 
related to the affordance concept do not have to follow completely the rules 
established for Ontology Charts and, thus may avoid some of the problems related to 
its use. ESs, as defined in NOMIS, are composed by a body, or an information item, 
or a group of different bodies and information items in a particular state. The elements 
composing an ES have some observable form that may include information by using 
its representation. Nevertheless, ESs usually represents essential business states 
related by ontological dependency to other ESs and/or bodies and information items. 
The focus on states provided by this view surely is more stable than any focus in 
sequences of actions. A perspective also defended in OS related to OCs. 

4.4 The Information View 

The NOMIS Information view covers the information dimension of human action. 
The importance of information is recognised by all IS theories and its significance to 
human action should be emphasised. Most of human actions depend or rely on 
information in different ways. Some of them cannot even be performed without it. 
Therefore the identification of the important information required for each action 
must take special attention. There are some assumptions NOMIS makes in alignment 
with the theoretical background provided by its philosophical stance and foundations: 
(1) information does not exist without a material support, a body or a human actor and 
(2) information can only be created by humans or instruments and can only be 
consumed by humans. From a human action perspective there is a focus on what 
information is required or consumed by the human performer, what information 
he/her has access and what information he/her produces. From a design perspective it 
would be important to furnish all information that might be useful for the action. In 
this sense this view may be used to present the information needed and the underlying 
system responsible to furnish it to each or to a determined group of human actions. 
This would be the case of an awareness system.  
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Information is also used in Norms where it is related to agents and human actions. 
This is another aspect attributed to this information view - to identify and represent 
the information needed by norms. 

Semiotics is a valuable help in this view for understanding information, how it is 
produced and how it is represented.  

4.5 The Physical View 

In NOMIS physical view, attention is focused on the material and observable aspects 
related to human action. This view covers the material dimension of human action 
expressed by TOA. Therefore, it addresses the relationships between bodies and 
actions: how bodies are affected by actions, how bodies are transported between 
actions. There is also a need to understand the role of bodies within each action. The 
same body may play different roles in respect to the action where it is used. A 
calculator may be used as a tool to help human make operations but can also be used 
as a simple material for a shop that sells it.  

Physical context is another aspect of the material view that can be analysed from a 
physical perspective. Specific locations (space and time) are many times used for a 
group of actions; therefore it is useful to look for actions executed in a determined 
location. From a design viewpoint it will be possible to provide that location with the 
necessary tools, documents and instruments to help action execution.  

A particular representation of this view could be an overall single action view 
where all the elements related to a particular action would be represented. This would 
allow thinking further into the human needs related to that specific action.  

A last representation under this view that was not covered by the previous views is 
business processes representations showing action sequences. This type of models is 
most useful and common although under NOMIS approach shows different elements 
and follows different rules. As an example in NOMIS only human actions may be 
included, action sequence relates to expected behaviour regulated by norms and the 
initial situation before entering an action and the final situation next to leave it 
represent states of the environment.  

4.6 Modelling Norms and Information Fields 

The NOMIS views described previously shown a coherent and comprehensive view 
of IS centred in human action and information. Each of them offers a different 
perspective, however they are related in a consistent model of the IS. In fact, the 
elements shown and represented in each view must be the same. A coordination act is 
a human action and can be used in all the views, the same should happen for any other 
human action, body, human performer and information item. In spite this connection 
points NOMIS also uses the OS norm concept to regulate human actions and provide 
a way to model expected behaviour. In this case, only behavioural norms, which are 
related to human actions, are used. Cognitive, perceptual and evaluative norms related 
to people’s beliefs, perceptions and judgements belonging to the intersubjective 
domain and difficult to use in practice are not included. Behavioural norms are 
represented analytically in a semi formal way as defined in OS.  
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With the purpose of helping to structure and to organise norms NOMIS proposes 
the use of a simple distinction between trigger norms, required norms and auxiliary 
norms related to the end use of the information from the norm condition part. Trigger 
norms are related to information that causes a human action to occur, required norms 
to information essential to the performance of an action and auxiliary norms to 
information auxiliary to an action execution. 

Besides regulating human behaviour, groups of norms are used to establish 
information fields (IFs) where terms are understood by the community living under 
them. This notion imported from OS is used in NOMIS to define the boundaries of 
the terminology used in a particular IS. This idea is also in line with the theory of 
units from TOA, where each term is understood and defined by a criterion used and 
maintained by a community under a particular activity. In TOA the activity defines an 
information field. In other words, each IF defines and has a proper ontology.  

5 Using NOMIS to Model a Library System 

5.1 Introduction 

The case study that will be used in this section is an empirical case study of a library 
system that is presented and described in [3]. In this library system the main emphasis 
goes to the registering process where anyone can become a member of the library. 
This membership state allows a member lending books, the second important library 
process. These two processes, their details and rules together with other information 
requirements are the essential elements of the library system case study. For the 
purpose of this section it is not necessary to look into the details of the library system 
although a complete description can be found in [3]. 

 
Fig. 4. The HID of the library registering process. 

An additional note in this section regards the representation of NOMIS and its 
vision materialised by NOMIS views introduced in the previous section. In this sense 
NOMIS proposes a specific notation that defines the elements to be used for 
representing NOMIS views and suggests a set of diagrams for showing the different 
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perspectives according to each of them. In this introduction only a few examples of 
these diagrams will be shown for illustrative purposes. These diagrams will not use 
directly the NOMIS notation but a representation of some of its suggested diagrams 
using an extension of the Unified Modelling Language (UML) [11].  

5.2 Interaction View 

The NOMIS interaction view models the different interactions between individuals 
emphasising communicational aspects. A key diagram in this view is the Human 
Interaction Diagram (HID) that shows actor roles and the interactions linking them. 
Figure 4 presents a HID produced for the library case study. In this diagram we see 
the different interactions between actors and also interaction activities such as in the 
case of ‘register (5)’. In fact, it is possible to represent groups of related actions as 
interactions and to use also templates or patterns of those actions. The HID used here 
is ‘compatible’ with the Actor Transaction Diagram used by EO although it may 
describe other types of business transactions (interaction activities patterns). This 
view covers the vision of LAP into the business reality by addressing language acts 
and other forms of communication and interactions. The HID shown here is just one 
of the possible diagrams used to express this view. Another type is, for example, the 
Action Sequence Diagram showing action sequences, in this case mostly composed 
by language actions. 

5.3 State View 

NOMIS state view identifies key environmental states and the existential 
dependencies between them. Each environmental state (ES) enables a particular group 
of actions to occur. This acts like an OS affordance and, in fact, produces a similar 
business and organisational view to the one produced in OS using Ontology Charts. A 
key difference is that ES may include more than one element and the elements 
included should be part of the elements modelled by NOMIS namely bodies, 
information items, actors and other ES. For this view NOMIS uses the Body State 
Diagrams (BSD) to show the different states of a body and the Existential 
Dependency Diagram (EDD) showing ES and its existential dependencies.  

 

 
Fig. 5. The EDD of the library. 
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Figure 5 shows the EDD of the library system. It is interesting to note that the 
main activities of the library case are included in this diagram related to the key ESs. 
This is something that is defended in the OS view regarding OCs representing the 
important business concepts. Although similar, EDDs do not translate directly to OS 
OCs but the view they convey is in some way similar, capturing the essence of OS 
vision in this respect. 

5.4 Information View 

NOMIS information view identifies and models the information elements – the 
information items – used in a system. Besides this identification many other aspects of 
information are addressed here namely the information related to each human action, 
the production, access and consumption of information by each human actor and the 
supporting bodies of information. In the case of the library system most information is 
identified and represented in tables without a diagrammatic representation. However 
NOMIS suggest an Information Connection Diagram (ICD) to show key human 
actions where information is produced, accessed or needed. 

5.5 Physical View 

NOMIS physical view concerns the material aspects of human action. One possible 
model representation under this view is the life cycle of a particular body through the 
human action sequence in which it participates. In the case of the library, we took as 
an example the registration form and a Body Action Diagram (BAD) was created 
showing the registration form lifecycle (Figure 6). This diagram is a kind of a UML 
Activity Diagram showing actions, their sequence and bodies in particular states. This 
is the view produced by TOA using an action sequence perspective being this diagram 
compatible with TOA Diplans. BAD provides a typical representation of a business 
process although the main elements are human actions having always behind a human 
actor. These are the real business processes according to NOMIS Vision and their 
foundation theories. Besides BAD diagrams this view provides also ASD showing 
action sequences as mentioned before and Action View Diagrams (AVD) for detailing 
each action individually. 

5.6 Information Fields and Norm Analysis 

Besides the views produced by NOMIS also information fields (IF) and norms are 
addressed by NOMIS Vision. In the library case study the library system was 
considered as a single IF but in some cases is necessary to consider different IFs. In 
each IF there is a common form of expression and communication that may differ 
between them. NOMIS views can express IFs as areas in the diagrams and it is 
important to represent them in each system.  

Regarding norms, they regulate human behaviour, in particular, human actions. 
One important use of norms in NOMIS vision is as action sequence determiners. 
Effectively, any action sequence is regulated by norms, humans may decide to not 
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follow these norms, and thus the sequence is not rigid. Another use of norms is to 
establish the dependencies of an action on their elements including environmental 
states. In general, there is a key principle that applies to all norms: ‘Any norm has a 
subject and an action element’, therefore they are just understood and applied in 
context of human actions. Norms represent the most extensive group of elements of 
an information system.  

6 Related Work 

The integration proposed in this work of TOA, OS and EO has never been proposed 
before although there are a few attempts regarding OS and EO or LAP as the EO 
broader field. TOA, as a baby theory, remain relatively unknown with no much 
research work produced. Thus, it was not integrated or even related to OS and 
EO/LAP in any research as far as the authors know. In the case of OS there are 
already a few links to LAP notions. Effectively, affordances depicted in OC may 
represent language-acts seen as semiotic signs standing for something else. In [12] 
Ronald Stamper addresses this fact by referring to the semantics of communication 
acts in the context of OS and OCs in particular. In this case it corresponds just as a 
perspective of LAP under an OS view and not a different use of both views as 
NOMIS proposes.  

In [13] there is an acknowledgment of the power of the different views provided 
by OS and LAP and a proposal to integrate the semantics of OS with the pragmatics 
of LAP. However this integration is made in a different level without considering the 
different kernel elements used by NOMIS. Effectively, OS and LAP act together in 
the identification of requirements that are afterwards modelled by EO/DEMO 
business transactions resulting in a final LAP based only modelling.  

[14] also proposes an integration of OS and LAP with the RENISYS Method but in 
this case the integration uses mainly OS NORMS and LAP conversational 
transactions lacking the broad integrating coverage of NOMIS.  

In [15] there is another integration proposal that uses OS norms for extending the 
business process models defined with DEMO, and OS semantic analysis to help 
uncovering those norms.  

Besides those integration proposes we found are some other minor contributions 
but all of them fail in the integration broadness, strength, theoretical foundation and 
extension with respect to NOMIS. 

7 Conclusions and Future Work 

This paper presented NOMIS, a normative approach to information systems 
modelling, as a new way to understand and model information systems based on 
Human Relativism. NOMIS approach joins and extends the views of Organisational 
Semiotics, the Theory of Organized Activity and Enterprise Ontology in a 
comprehensive and coherent way and provides a broader and accurate vision of 
organisational and business reality. These views describe NOMIS vision that is 
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represented by a proper notation not described in this paper. Also, a case study of a 
library system was presented and modelled using NOMIS that intended to illustrate 
NOMIS vision and give a simple idea of its application. 

Regarding future work, the way NOMIS sees IS has never been applied before to 
the development of information systems although there are a few applications of its 
foundational theories. This opens a lot of possibilities for future work: the approach 
needs to be tested and developed further in real contexts. Many fields such as Human 
Computer Interaction, Ontology Engineering, Business Processes Management and 
other have to be reanalysed from a NOMIS perspective with possible contribution in 
both directions. A missing element in NOMIS is a methodology for information 
system development. NOMIS just proposes a modelling approach that enables the 
representation of information systems but the way from this representation to the 
development of concrete information systems is still needed. Besides methodologies 
NOMIS modelling requires tools as well. For the representation of NOMIS models it 
will be necessary to develop tools that will allow for verification and validation 
support of developed models. 

In conclusion, much work can be done as future work within this new NOMIS 
approach that will be essential and necessary for its success. 
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Abstract. Taking in consideration the inability of traditional software 
development methods to meet to a full extent some new demands, such as ones 
related to service-orientation and context-awareness, we suggest in this paper 
directions to enrich software development methods, for (partially) resolving this 
drawback. We introduce and briefly discuss the SDBC approach – ‘SDBC – 
Software Derived from Business Components’, mentioning as well actual 
related work that is concerned with the alignment between business process 
modeling and software specification. We then discuss two of the most 
important challenges of current software development, namely adaptability 
(envisioning distribution and context-awareness as desired properties) and 
service-orientation. Based on this, we derive some actual solution directions 
that concern software development. We consider this as a contribution that 
relates to the further software development trends. 

Keywords. SDBC, Components, Service-Orientation, Context-Awareness. 

1 Introduction 

Information and Communication Technology (ICT) has substantially influenced 
almost all spheres of human activity (including enterprise development), during the 
previous century, bringing on the stage information, as main asset, which in turn led 
to the problems of collecting, storing, processing, and communicating (enterprise-
related) information [1]. Hence, Enterprise Information Systems (EIS) consist not 
only of software applications and software infrastructures to run them but also of 
people, hardware units, and so on. The EIS notion gets broader and more complex 
with the development of enterprises and the advances in enterprise technology. It is 
widely agreed nevertheless that ensuring the development and operation of enterprise 
software applications with predictable and improved cost, schedule, and quality, is of 
crucial importance for current EIS [2]. This inspires us to focus in particular on the 
development of ICT applications that are to support enterprises. Nevertheless, this 
was not a big challenge well until the late 1980s, in our view, not only because 
enterprise processes were not so complex (for example distributed and adaptable) as 
they currently are but also because the assumed support that ICT applications would 
deliver was mostly limited to the delivery of some calculation upon request. This 
changed rapidly in the following decade when more and more software development 



tasks were dominated by the goal of (partially) automating human actions. This 
pushed, we believe, software engineering in a new ‘dimension’ where software 
systems were supposed to play complex role in the context of an enterprise. Hence, 
the alignment between business process modeling and software specification was 
becoming crucial. 

This mentioned alignment used to be a weak point in most of the software 
development methods during the 1990s and even beyond [3]. What’s more, the 
software community used to consider the challenge of closing this gap as having a 
breakthrough importance [4]. Reporting actual (partial) research results in this 
direction, we relate in this paper the mentioned challenge to further and currently 
actual ones, such as adaptability and service-orientation, in order to establish a 
perspective on how ICT applications should be built in order to meet current 
demands, especially as far as EIS are concerned. 

In particular, we introduce and briefly discuss one software development approach 
that reflects the traditional software development best practices, namely the SDBC 
approach – ‘SDBC – Software Derived from Business Components’ [5], mentioning 
as well actual related work that is concerned with the alignment between business 
process modeling and software specification. We then discuss two of the most 
important challenges of current software development, namely adaptability 
(envisioning distribution and context-awareness as desired properties) and service-
orientation, concluding about the importance of enriching the well-established 
software development tools with adaptability and service –related features. We have a 
two-fold problem here, nevertheless: (i) The well-established software development 
methods are mostly envisioning the design of an ICT application which even though 
built in a component-based fashion, is self-contained – services performed by 
unknown components through the ‘Cloud’, being adapted dynamically to a need, are 
not considered. (ii) The current service-oriented and context-driven approaches are 
often too abstract with regard to the actual service realization that is to be anchored in 
particular ICT applications and some corresponding components. 

Thus, the contribution of this paper relates to a proposed reinforcement of some 
well-established software development best practices through actual enrichments 
inspired by adaptability and service –related desired features. 

The outline of the remaining of this paper is as follows: Section 2 introduces the 
SDBC approach and discusses other representative traditional software development 
approaches, for the sake of getting insight on some of the well-established software 
development best practices. Section 3 outlines two of the currently actual EIS-related 
challenges, namely distribution and adaptability, in order to inspire the further 
discussion on enriching traditional software development methods. Then Section 4 
presents some proposed solution directions with regard to traditional software 
development methods and their desired enrichment. Section 5 exemplifies partially 
some of the presented views and proposed solution directions. Section 6 briefly 
outlines related work. Finally, Section 7 presents our conclusions. 
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2 SDBC and Traditional Software Development Methods 

In this section we outline briefly the SDBC approach as an approach that is based on 
the traditional software development principles and we discuss subsequently some 
other traditional approaches. 
 

SDBC. In summarizing the approach Software Derived from Business Components – 
SDBC [3], we use the following abbreviations as applied in Figure 1: bc – Business 
Component (a business sub-system that comprises exactly one business process); bk – 
Business CoMponent (a model of a Business Component, which model is adequately 
elaborated in terms of statics and dynamics); glbk – general Business CoMponent 
(which is re-usable by extension); gcbk – generic Business CoMponent (which is re-
usable by parameterization); ssm – software specification model; sc – software 
Component (an implemented piece of software representing a part of an application); 
sk – Software CoMponent (a conceptual specification model of a Software 
Component). 

 
Fig. 1. Outline of the SDBC approach [5].  

The Figure shows that SDBC is about a component-based business-process-
modeling-driven specification and realization of software. The starting point is the 
consideration of a business system. Business Components are identified from it. This 
can be done through the SCI technique – Structuring Customers’ Information [5]. The 
Business Components should then be reflected in corresponding Business 
CoMponents, in supplying an adequate modeling foundation for the further software 
specification activities. Another way of arriving at a Business CoMponent is by 
applying re-use: either extending a general Business CoMponent or parameterizing a 
generic Business CoMponent. DEMO and other Language-Action-Perspective -driven 
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modeling tools [6] are relevant as far as Business CoMponents’ specification is 
concerned. Each Business CoMponent should be then elaborated with the domain-
imposed requirements, for the purpose of adding elicitation on the particular context 
in which its corresponding Business Component exists within the business system. 
Then, a mapping towards a software specification model should take place, possibly 
driven by the DEMO-UML transformation mechanism [5]. The domain-imposed 
requirements as well as the user-defined requirements are to be considered here, since 
the derived software model should reflect not only the original business features but 
also the particular user demands towards the system-to-be. The (UML-based) 
software specification model would need then a precise elaboration so that it provides 
sufficient elicitation in terms of structure, dynamics, data, and coordination [3]. The 
model needs also to be decomposed into a number of Software CoMponents 
reflecting functionality pieces. Then these Software CoMponents are to undergo 
realization and implementation, being reflected (in this way) in Software 
Components. This final set of components might consist of such components which 
are implemented (using software component technologies, such as .NET or EJB, for 
instance) based on corresponding Software CoMponents and such components which 
are purchased. Finally, the (resulting) component-based application would support the 
target business system, by automating anything that concerns the initially identified 
Business Component(s) identified from the mentioned system. 
 

Other Traditional Methods. The challenge of capturing the essential aspects about 
business processes for the purpose of further software specification, has been 
addressed not only by the SDBC approach but also by methods such as Catalysis [7] 
and Tropos [8] as well as by the Model Driven Architecture – MDA [9]. 
The Catalysis method provides a coherent set of techniques for business analysis and 
system development as well as well-defined consistency rules across models. 
However, these techniques concern the software design perspective and have no 
theoretical roots relevant to the modeling of business processes. Hence, the business 
process modeling as conducted in Catalysis would inevitably be superficial and 
therefore the method cannot guarantee an adequate capturing of all related real-life 
aspects, including semantic and pragmatic ones. In addition to this, Catalysis does not 
have mechanisms for a mapping between business process models and software 
specification models. Therefore, a definite strength (in this regard) of SDBC is that, 
relying on the LAP-OS ‘combination’, the approach supports adequately the business 
process modeling task and the software design activities in SDBC stem from a pure 
business process model, guaranteeing that the application-to-be would function 
adequately in the business environment in which it would have to be integrated. 

The strengths of the method Tropos relate to its capability of conducting a sound 
requirements analysis, considering the business processes which are to be supported 
by the application-to-be. From such a business process modeling point of view, the 
method addresses the software design. The mentioned requirements analysis includes 
elicitation not only of the ‘early requirements’ that concern the original business 
reality but also of the ‘late requirements’ which are about a corresponding updated 
(desired) business reality. The analysis is driven by a thorough consideration of the 
intentions of stakeholders, modeled as goals which are then reflected in the system’s 
global architecture. Its definition is in terms of sub-systems interconnected through 
data, control, and other dependencies. Then a detailed design follows. Therefore, all 
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this features Tropos as a powerful method for designing software, which 
appropriately refers to the task of capturing essential real-life aspects that concern the 
modeling of business processes. However, the method is incomplete with regard to 
some of these aspects – it is not exhaustive in handling semantics and is insufficiently 
concerned with essential pragmatic issues, such as communicative actions, 
negotiations, coordination, and so on [5]. Further, the method lacks (just like 
Catalysis) clear and complete guidelines (and elaboration) on how to reflect the 
business process modeling output in the specification of the application-to-be. Such a 
specification would therefore inadequately reflect the original business model. 

MDA prescribes three viewpoints from which models of the application-to-be (our 
target software system) should be defined: Computational Independent Models 
(CIMs) should focus on the environment and requirements of the system, abstracting 
from the system’s construction; Platform-Independent Models (PIMs) should focus on 
the functionality of the system without revealing details on the specific technological 
platform on which the system is built, and Platform-Specific Models (PSMs) should 
define how a PIM is built using some specific platform. Therefore, the Computational 
Independent Modeling as well as the CIM-PIM transformation relate to the problem 
addressed in the current paper, namely the achievement of an adequate business-
software alignment which is concerned with all relevant real-life aspects. However, 
bridging business process models and application design by using Computational 
Independent Modeling and realizing a CIM-PIM mapping, are issues not enough 
explored, as it is well known. The MDA Community still misses sound guidelines and 
procedures on how to discover Computational Independent Models and how to reflect 
them in Platform Independent Models. 

What we conclude is that traditional software development approaches 
fundamentally address the link between the construction of ICT components (done by 
developers) and the delivered functionality (mainly consumed by users). Hence, 
traditional software development is not considering the possibility to directly 
‘consume’ services from the ‘Cloud’, adjusting this in an ad-hoc fashion, upon the 
appearance of a necessity. 

3 Towards More Distributed and Adaptable Solutions 

In this section we outline, as mentioned in the Introduction, two of the currently 
actual EIS-related challenges, namely distribution and adaptability, in order to inspire 
the further discussion on enriching traditional software development methods. 

Distributed Web Services. We start discussing the actual (EIS-related) challenges 
(which challenges are in our view insufficiently reflected in traditional software 
development approaches), by firstly addressing the service concept not only because 
service-orientation usually demands a heavy distribution (that is not fully in line with 
most software development approaches) but also because the current significant 
changes in software technology are centered around this concept [10]. 

From an abstract point of view, a service represents a piece of well-defined 
functionality that is available at some network endpoint and is accessible via various 
transport protocols and specialization formats. The functionalities provided by 
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services cover a vast spectrum reaching from low level features like offering storage 
capabilities, over simple application functions like changing a customer address, to 
complex business processes like hiring a new employee. 

To usefully utilize the service perspective in developing ICT applications would 
mean according to Shishkov & Van Sinderen [11] the ability to create new 
applications from existing services, independently of who provides these services, 
where they are provided, and how they are implemented. It should be nevertheless 
mentioned that by ‘creating’ an application, it is not meant constructing the 
application from the scratch; what is ‘created’ is the end result that represents a 
functionality consumed by users. This is the significant change in our vision 
concerning software technology – developers would no longer possess full control 
over all software components that realize services. What is more, the development 
task may split: 
- some developers would just focus on the development of small software modules 
delivering generic adjustable services to whoever might be interested in using them; 
- other developers would not develop software components any longer, focusing 
instead on the composition of complex functionalities (for this, they would be using 
available generic services). 

 

According to some recent views of Frank Leymann [12], a new kind of middleware is 
currently evolving for the partial support directed to the dealing with services in such 
a way, with the idea that based on the specification of the functionality needed, the 
middleware determines (automatically or through a developer’s intervention) a 
(composite) service that would deliver the required functionality. This is not only 
affecting the application functionality creation but it would concern performance, 
taking into account that services would require in most cases processing power of 
back-end server systems. Thus both application creation and run time processing 
would substantially rely on support from the ‘Cloud’ and this should certainly point in 
particular to web services that represent services which are created and executed 
through the Web. Hence, in order to be of actual use, such services would demand 
enabling technology standards and the web service technology stack as according to 
Papazoglou [10] outlines some actual web service technologies and standards – 
Figure 2. 

As it is seen from the Figure, web services’ relying on a transportation protocol is 
crucial. Although not tied to any specific transport protocol, web services build on 
ubiquitous Internet connectivity and infrastructure to ensure nearly universal reach 
and support. Hence, their mostly relying on HTTP (the connection protocol used by 
web servers and browsers) and XML (a widely accepted format for all exchanging 
data and its corresponding semantics) looks logical. 
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Fig. 2. Web services technology stack [10].  

Having this as a ‘foundation’, we are to mention further the core web service 
standards, namely SOAP, WSDL, and UDDI: 
- SOAP (Simple Object Access Protocol) is a simple XML-based messaging 
protocol on which web services rely in exchanging among themselves information. 
SOAP implements a request/response model for communication between interacting 
web services. 
- WSDL (Web Service Description Language) is a language that specifies the 
interface of a web service, providing to the requestors a description of the service in 
this way. 
- UDDI (Universal Description, Discovery, and Integration) represents a public 
directory that not only provides the publication of online services but also facilitates 
their eventual discovery. 

 

When we then have to compose web services, we need to introduce some 
orchestration, defining their control flows [13], such as sequential, parallel, 
conditional, and so on, with this ending up with the determination of complex 
processes that may span many parties. BPEL4WS (Business Process Execution 
Language for Web Services) can support usefully such composition activities. 

As the collaboration among many parties (through their web services) is 
concerned, a common observable behavior (choreography) would often need to be 
defined. CDL4WS (Choreography Description Language for Web Services) can 
usefully support such collaboration descriptions. 
 

Adaptable Systems with Context-Aware Behavior. The utilization of a generic 
service for a specific user-related situation logically relates to acquiring knowledge on 
the context of the user and also exploiting this knowledge to provide the best possible 
service, which is labeled as context-awareness by Shishkov & Van Sinderen [14]. 
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We hence claim that taking the end-user context into account is important in 
adequately delivering a service. Examples of end-user context are the location of the 
user, the user’s activity, the availability of the user, and so on. We do assume that the 
end-user is in different contexts over time, and as a consequence (s)he has changing 
preferences or needs with respect to services.  

Usefully enriching in this perspective traditional application development that 
may be SDBC-driven for example, means that the application under consideration or 
the component under consideration need some ‘sensitivity’ with regard to the changes 
in the end-user’s context. 

A schematic set-up for a context-aware application is depicted in Figure 3. Here, 
the application is informed by sensors of the context (or of context changes), where 
the sensing is done as unobtrusively (and invisibly) for the end-user as possible. 
Sensors sample the user's environment and produce (primitive) context information, 
which is an approximation of the actual context, suitable for computer interpretation 
and processing. Higher level context information may be derived through inference 
and aggregation (using input from multiple sensors) before it is presented to 
applications which in turn can decide on the current context of the end-user and the 
corresponding service(s) that must be offered. 

 
Fig. 3. Schematic representation of a context-aware application [14].  

Based on previous research, the authors claim that the establishment of what 
desirable behavior corresponds to a (captured) change in end-user’s context, is a 
challenge of great importance.  For this reason, we would like to especially discuss 
this challenge in the current paper. 

This challenge points to several interrelated sub-challenges, discussed briefly 
below: 
- The Capturing: it is not trivial to establish through sensors what change in end-
user’s situation has actually occurred not only because the raw sensor data is very 
often at high risk of being misinterpreted but also because establishing adequate 
Quality-of-Context levels that are reliable is rarely realistic in our view. 
- The Delivery: although a deterministic approach for defining the delivered 
behaviors, when it is precisely known still in advance what is the service that the 
system should deliver in one or another particular end-user context situation, appears 
to be a reliable solution, it is questionable how realistic is it to adequately foresee all 
possible end-user context situations at design time; as for non-deterministic solutions, 
we doubt how much reliable they would be taking into account the observed by us 
failure (in general) in much artificial-intelligence -related projects. 
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- The Response Capacity: even though it should be in most of the cases possible to 
predict most of the situations the end-user may appear to be in, there would always be 
such situations that are completely out of expectation and if they would demand 
service(s) that in turn need(s) unavailable resources, it would be impossible to deliver 
timely the proper service(s) to the end-user. 

 

What we conclude is that traditional software development approaches can have 
chances to stay adequate if they allow for a paradigm shift according to which: 
- Components and not applications are developed, with no restriction on how and 
with what other components the component under development will interact; 
- The service delivered by a component is separated conceptually from the 
implementation of the component, keeping at the same time correspondence and 
traceability that would allow for different interactions of the service delivered by the 
component with other services, with these interactions realizable just through the 
service descriptions; 
- A component is to allow for delivering different versions of its service putting this 
in dependence from the end-user situation. 
A schematic representation of this vision is exhibited in Figure 4: 

c c c c c c c c c c c c c

s s s s s s s s s s s s s

U1 U2 Un…
s11, s12 … s1l s21, s22 … s2o sn1, sn2 … snp 

C11, C12 … C1i C21, C22 … C2j Cn1, Cn2 … Cnk …

   s111, s121, … s1l1 
 
   s112, s122, … s1l2 
   … 
   s11i, s12i,   … s1li 

   s211, s221, … s2o1

 
   s212, s222, … s2o2 
   … 
   s21j, s22j,  … s2oj 

  sn11, sn21, … snp1 
 
   sn12, sn22, … snp2 
   … 
   sn1k, sn2k, … snpk 

 
Fig.4. Actual view on the software development challenge.  

As the Figure suggests, software components (c) appear to be the units to be 
developed, intended to deliver functionality pieces to a broad non pre-defined public. 
The manifestation of these functionality pieces are the services (s). It is to be noted 
that the corresponding underlying components remain ‘hidden’ from the broad public. 
Being utilizable in unlimited ways, a service may appear in tens and hundreds of 
utilization schemes (U), in each of which schemes it is combined in different ways 
with other different services. Hence, for a particular utilization scheme, there should 
be services derived from the service level (s) which are appropriately parameterized, 
composed and combined. The aggregate of this represents the desired functionality 
with regard to a utilization scheme. What should also be taken into account however 
is the context corresponding to each of the utilization schemes – this would point to a 
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number of different possible context states (Ci); for each of these context states, the 
service output should appear in different versions. Therefore, each matrix (colored in 
grey in the Figure) corresponds to the service support that relates to a particular 
utilization scheme – there are different versions of combinations of services for each 
possible context state. 

The visions that were presented in this section inspire us to propose some solution 
directions with regard to traditional software development methods and their desired 
enrichment – this will be done in Section 4. 

4 Solution Directions 

As already mentioned, we will propose some solution directions with regard to 
traditional software development methods and their desired enrichment. We will do 
this by firstly further analyzing several actual demands towards the development of 
software and secondly – proposing some partial solution directions on this basis. 
 

Analysis. Inspired by the demands identified and also discussed in the previous 
section, which can be summarized as: (i) floating components; (ii) utilizable services; 
(iii) sensitivity to end-user’s context, we add as well the following issues that are to 
be taken into consideration: 
- the run-time control will be slipping away from the hands of the user since 
different services are delivered by components which are implemented/run on remote 
servers where the user has limited or no control; 
- the inevitable infrastructure dependency regarding service utilization will push 
much more attention to the service environments development, which together with 
the development of generic components, will be comprising the main part of the 
software development efforts. 

 

These changes put in our view less technical and more business oriented people as the 
actual producers of the solutions that are finally delivered to the user; it becomes 
more necessary to be able to properly combine functionalities in the context of a 
business process and different requirements rather than being able to implement 
components that deliver functionality pieces (such tasks are already becoming trivial 
in many cases). 
Proposal for Reinforcing Traditional Software Development Practices. 
Considering (i) the traditional application development ways, and particularly the 
perspective of the SDBC approach, (ii) the current needs for distribution, service-
orientation, and context-awareness, and also the conclusions (derived) on their 
applicability within software development, (iii) the brief analysis (see the first part of 
the current section) on the impact of the change in the way we look upon software 
development, we propose a software development vision (outlined in Figure 5) that 
we expect would better fit the upcoming demands: 
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Fig. 5. Vision on some actual software development tasks and roles.  

As it can be seen from the Figure, the role of a Business Visioner is becoming 
more important and far reaching - Business Visioners are defining a business goal and 
this goes often irregardless of the technology to be used, it is just an abstract goal 
statement. There is another activity that in our opinion is to go in parallel with the 
mentioned one: resource analysis (it is impossible to realize even a very small 
business goal without resources - resources are to be analyzed in order to justify the 
adequacy of the business goal). What is nevertheless of significant importance in our 
view is the definition of the desired value transformations: how we transform our 
available resources in order to achieve the business goal. This gives already a rough 
view on the business process to be addressed but how to move from the value 
transformation view to a specification of a business process, is a challenge and we 
still have not seen a definitive transformation vision. It is to be mentioned that 
technology is applied not for the sake of applying technology but as a way to improve 
effectiveness, efficiency, and quality. We need a business-level motivation or 
justification that a web service is a better ‘fit’ in a particular business model than a 
human service, for example. For this reason, the decision to use web service(s) has 
business-level roots. Services should be identified for knowing how they can be used 
with regard to the business process. For this reason, the Business Process formulation 
relies not only on Business Visioners’ value transformation view but also on 
Architect's service-related view. Moreover, after there is a business process that is 
(partially) implementable through web services that are basically known as type, the 
particular service selection may start (what is the best service solution or the cheapest, 
and so on). Once the services are selected for being used, they would need to be 
parameterized and possibly composed (service composition is a topic that will not be 
discussed in this paper). These all are responsibilities of the Architect. Finally, the 
Developer must have implemented the components which realize the actual services. 

Considering distributed systems and typical distributed architectures and inspired 
by previous  research, we propose  a layered  design  architecture  illustrated in Fig. 6: 
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Fig. 6. Proposed layered architecture. 

As it can be seen from the Figure, we distinguish 4 service provisioning layers, 
namely Network Layer (concerned with networking protocols), Platform Layer 
(concerned with (IT) infrastructures), Application Layer (concerned with the 
application logic), and Business Layer (concerned with the business logic that is not 
delegated to the application layer). 

Further, we consider 3 ‘degrees’ of  refinement,  namely  General (‘black-box’) 
view, Structured (high-level ‘white-box’) view, and Elaborated (detailed ‘white-box’) 
view. 
Next to that, we enforce two relevant desired properties (requirements): 
- The service(s) provided by the Application Layer must fit within the business 
context; 
- The architecture of the Application Layer must be SOA compliant. 
Furthermore, we consider end-user’s context as crosscutting at least with regard to the 
Platform, Application, and Business layers since in different context situations, 
different business steps and solutions are to be considered which leads in turn to 
different services and they in turn are projected on platforms. Nevertheless, for the 
sake of brevity, we will not discuss in more detail the proposed architecture. 

In the following Section, we partially illustrate our presented views. 

5 Illustrating Example 

To illustrate partially our views, we consider the ‘derivation’ of an Education 
Mediator (EM) that would support customers in a number of ways, in an e-learning 
context. By ‘customers’, we mean the users of EM’s services; those could be students 
and teachers (in the simplest case). Furthermore, we address (for the sake of brevity) 
only EM’s advice provisioning service: a customer can receive from EM advice 
which of the Student/Teacher entities (registered in the system) best satisfy a need (for 
example, which is the best teacher with respect to a particular student demand). To 
receive advice from EM, the customer approaches EM’s ADVISOR (an entity that is 
internal with regard to EM, which is responsible for handling the advice 
provisioning). It should be nevertheless noted that the Advisor may be shielded from 
the customer by the EM and in such a case the customer would be ‘talking’ to the EM 
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and the EM would in turn route requests to (and results from) the Advisor. 
Approaching the Advisor, the customer should specify a request: course type (e.g. 
lecturing course or experimental course), preferences (e.g. closest to a particular 
subject), and so on. Based on this (and acting ‘through’ the Match-maker, to be 
introduced further on in this paragraph), EM’s REQUEST HANDLER (an entity that is 
internal with regard to EM also; this entity processes requests) generates a 
standardized request specification, appropriately synthesizing some of the information 
provided by the customer. This is delivered then to EM’ MATCH-MAKER (an entity 
that is also internal with regard to EM; this entity is responsible for finding a match 
using the standardized request and considering what is currently available); the 
Match-maker realizes matches driven by particular criteria, chosen by the customer 
(and represented in the standardized request), for instance: a preference for a teacher 
from a particular country or institution or the earliest available teacher. In order to 
realize a criterion-driven match, the Match-maker applies relevant rules and 
procedures, nevertheless needing input from EM’s DATA SEARCHER (an entity that 
is also internal with regard to EM; this entity is responsible for searching). The Data 
searcher searches through the information concerning the available (Student/Teacher) 
entities and also applies procedures to it. This hence supports the identification of 
candidate matches relevant to the particular customer’s request. The Match-maker 
applies its rules and procedures to realize a final match, passing this information to 
the EM’s Advisor. 

Considering the above-presented briefing, a business entity model is built (Figure 
7), with a notation that is inspired by DEMO [6]. 

i3

i4

i1

EM

i2 

C A 
 

MM
R 

D 

 
Fig. 7. Business entity model for the EM case.  

The identified entities are presented in named boxes – these are Customer (C), 
Advisor (A), Match-maker (MM), Request handler (R), and Data searcher (D). 
Interactions i1 – i4 are identified as follows: between C and A (i1), between A and 
MM (i2), between MM and R (i3) and between MM and D (i4). As for the 
delimitation, C is positioned in the environment of the education mediation system 
EM, and A, MM, R and D together form the EM system. 

We model then interactions using the notations of UML Activity Diagram [16]: i3 
and i4 are to be progressing in parallel and only after they have been exhausted (the 
standardized requests and candidate matches have been delivered) the match-making 
can be done (i2) followed by the advice (i1) – this is illustrated in Figure 8 (upper 
part). This is the business process level, as labeled in the Figure, and it is assumed that 
human-driven roles (and responsibilities) stay behind each of the interactions and as it 
is about human activities, much is driven by complex organizational (and societal) 
norms, much is actually done using best practices, and much is done in an intuitive 
way. IT services nevertheless require many explicit definitions. That is why the IT 
services that correspond to the business-process-level interactions, are considered 
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together with other related issues, as it is shown in Figure 8 (lower part), depicting the 
IT service level, as labeled in the Figure. 
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Fig. 8. Service derivation for the EM case.  

As it is seen from the Figure, searching requires search algorithms, request 
processing requires an adequate supportive security engine and access control 
facilities, match-making needs repositories with candidate matches and match 
criteria, the delivery of an advice requires an analysis engine and sometimes, a 
translation facility, just to name a few. 

We need to further extend this model, particularly with respect to ‘IT Services 
level’, by considering an adopted service pattern proposed in [11] according to which 
a coordination service (supported by an information service) orchestrates the work of 
the other services. Hence, the final EM service model is presented in Figure 9: 
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Fig. 9. Service model for the EM case.  

As it is suggested by the Figure, the coordination service orchestrates the work of 
the other services, namely Service 1, Service 2, Service 3, and Service 4. Taking into 
account the case information and the considered domain, we label these 4 services in 
the following way: 
- Service 1: Educational Mediation Service; 
- Service 2: Educational Broker Service; 
- Service 3: Educational User Agent Service; 
- Service 4: Educational Resource Discovery Service. 

 

This example, although simplified, partial and incomplete, illustrates the view on the 
paradigm shift, as discussed in Section 3, implicitly suggesting that business entities 
are not to be considered any more exclusively as source for identification of software 
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components but it could often be that the models of such entities are just valuable to 
actually give the right restrictions with regard to the services to be composed. 

6 Related Work 

In this paper, we have presented a service-orientation and context-awareness –rooted 
vision on software development, as a proposal for a desired reinforcement of 
traditional software development approaches and methodologies. 

With regard to considering related work, among the work that is focusing on core 
service-orientation and partially on context awareness concerns are [15,16,17], driven 
mainly by consideration of particular key problems, such as service composition and 
web service technologies, overlooking nevertheless the issue of requirements-
functionality alignment. On the other hand, there is reported research concerning the 
requirements-functionality alignment, mainly related to relevant methods, such as 
Catalysis [7], Tropos [8], and SDBC [5] which however lack the proper service-
orientation focus. 

7 Conclusions 

In this paper, have discussed traditional software development approaches, putting the 
discussion in the perspective of some of the important current challenges related to 
software development, such as service-orientation and context awareness. Also, based 
on an analysis of the change brought to the desired vision on software development 
by these actual challenges, we have considered the impact of this change influencing 
already the ways software is developed. Finally, we propose a partial vision on how 
these new influences can be incorporated in software development, through some new 
software development tasks and roles. We have partially exemplified our vision. 

Hence, the contribution of this paper represents an explicit proposal concerning 
the development of software and limited to proposed enrichments inspired by the 
consideration of the mentioned challenges. 

As further research, we plan partial re-work of the SDBC approach, in the 
direction of service-orientation and adaptability. 
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Abstract. Recent advances in pervasive computing foster automated systems to 
support household energy management. Smart devices can be used to monitor 
both the consumption of household appliances and the presence and activity of 
people in the household. Based on monitoring results, intelligent feedback to 
residents and intelligent control of appliances is possible. In this paper we 
present a service-oriented architecture for household energy management in 
order to cope with interoperability and flexibility issues that exist in the home 
environment. We also propose a home service bus that realizes core properties 
of the service-oriented architecture, and thus facilitates integration of existing 
solutions and development of new applications. 

Keywords. Household energy management, Energy consumption monitoring, 
Context monitoring, Home service bus, Service-oriented architecture (SOA). 

1 Introduction 

Technological developments such as home networking, sensor networks and 
pervasive computing [45, 57, 21, 44] have provided many possibilities to apply ICT 
in the home environment to support needs and desires of the residents. In this paper 
we focus on ICT support for household energy management, however we explicitly 
consider extension of proposed solutions to other application areas. 

This paper builds on the work presented in [48] and is a companion paper of [52]. 
In [48] the authors present a new approach for household energy management. The 
approach consists of an explanation of how results from autonomic and context-aware 
computing can be applied to contribute to the realization of certain defined objectives 
for energy management. This leads to the identification of behavioral patterns and key 
components, constituting a basic architecture for household energy management.  

The energy management system has to base its management decisions on 
information gathered from controlled appliances and from context sources. The 
representation of this information as knowledge with which the system can adaptively 
reason is outside the scope of [48] but is further explored in [52].  

This paper extends [48] in yet another direction. It reconsiders the basic 
architecture and extends this architecture based on requirements such as 



interoperability and flexibility. The resulting architecture is service-oriented, and 
features programmable process and decision services for monitoring and controlling 
appliances. We claim that the architecture is generic enough to be specialized and 
extended to support other home/household application areas such as home automation 
and homecare. For this purpose we propose a home service bus as a common service-
oriented backbone. 

The contribution of the paper lies in the exploration of service-oriented 
architecture solutions for smart home applications in general and household energy 
management in particular. We discuss several architectural patterns that exploit the 
service-oriented paradigm and we show how heterogeneous technology solutions can 
be integrated. 

The remainder of this paper is structured as follows:  Section 2 present the 
motivation for working on household energy management and presents related work.  
Section 3 summarizes the basic system architecture introduced in [48]. Section 4 
discusses a basic service-oriented architecture for household energy management 
system. This architecture is derived from the basic system architecture, considering 
interoperability and flexibility requirements. This section also briefly explores 
possibilities to extend the architecture for multi-level energy management, which will 
be relevant if household energy management systems are being federated. Section 5 
considers high level goals that drive the decision-making behavior of the household 
energy management system. Section 6 discusses the possibility of employing a home 
service bus to realize key properties of the service-oriented architecture. Finally, 
Section 7 presents our main conclusions and outlook. 

2 Motivation and Related Work 

The motivation to work on household energy management emerges from the general 
concerns about environmental load of consumption, and resulting policies to achieve 
energy preservation, i.e. using energy efficiently and reducing energy consumption 
[24]. We briefly discuss efforts and methods to achieve energy preservation in the 
home and then turn to technology-based solutions that can lead to energy efficient 
smart homes. 

2.1 Energy Conservation 

Household energy use accounts for a significant portion of the total energy footprint 
of OECD countries, and reducing the energy consumption and emissions from homes 
and communities is therefore considered a cost effective way to contribute to a 
sustainable society [16]. Three general routes have been identified for reducing 
energy consumption in the residential sector [55]: 
1. Promote low-energy buildings; 
2. Promote energy-efficient domestic equipment; 
3. Promote energy conscious behavior of end-users. 

 

We still know little about the behavior of end-users: how they manage their energy 
consumption, and how they can  be  motivated  to  change to a more energy conscious  
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behavior [7]. A review on the effectiveness of interventions showed that rewards are 
most effective in achieving energy conservation, although the effect may be short-
lived, followed by frequent feedback [2]. A study on feedback revealed the key 
features for being successful: feedback should be frequent, persistent and appliance-
specific, in addition to being presented in a clear and appealing way [23]. 

Encouraging energy conservation in the home is not easy, primarily because the 
impact and amount of energy use are not readily apparent. The following measures 
are considered in order to improve on this situation [5]: 
• Energy labeling: Providing energy labels for white goods and appliances is well-
established, and is an important point-of-sale source of consumer information on 
comparative lifecycle energy use. 
• Immediate feedback: Energy monitoring using smart meters and advanced user 
interfaces is an obvious point-of-use source of consumer information on daily energy 
use. Some authors have claimed up to 20% reduction in total domestic energy use, the 
precise amount depending on the content and method of the feedback [55, 11, 23]. 
Recent work [12] indicates that actual implementation of smart metering at the 
household level is still in its infancy and hard evidence on what can be achieved by it 
is scarce. 
• Carbon labeling: Instead of providing information on the lifecycle energy use of 
equipment, it would be more appropriate to give information on the total embodied 
energy and carbon content of a product. This so-called carbon labeling would entail 
consideration of energy required and emissions induced for production, packaging, 
transportation, storage as well as lifecycle use. Although attractive form an energy 
conservation point of view, mandatory carbon labeling is probably hard to achieve 
because of opposition from industry groups [5]. 

 

Household energy consumption varies dramatically with time of day and time of year 
[55]. The electricity system would be able to maximize its efficiency if smoother or 
more predictable electrical demand profiles are available. For this reason, interest 
areas also include: 
• Energy use components and patterns: Domestic electricity use is dominated by 
heating our house and our water [16]. A report of the US Department of Energy [19] 
gave the following contributions to household energy use: appliances 30%, air 
condition, heating and ventilation 31%, and water heating 9%. Components of energy 
use may be roughly classified as predictable, moderately predictable and 
unpredictable [55]. Furthermore, energy use patterns are different for different types 
of equipment (e.g., for lighting, cooking, heating), and overall energy use patterns are 
different for different household compositions (e.g., single, couple, family with 
children) [30]. Despite these differences, clear peak times of energy use exist, which 
place high demands on the energy grid. The possibilities to use or change energy use 
patterns in order to smoothen energy use are limited. Most promising are multi-user 
systems [30] which can rely on the more predictable behavior of a community, 
compensate for irregular behavior of individuals, and time shift individual demands in 
order to smoothen the overall consumption peaks of the community. 
• Green micro-generation: Domestic generation of energy with renewable sources, 
such as sun, wind and thermal heat, has many advantages. Heat and electricity can be 
produced locally, which may be used for immediate daily energy needs or locally 
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captured and used during (peak) energy demand periods. Alternatively, surplus power 
from micro-generation may be sold to the local power company and injected in the 
grid [15]. Use of fossil fuels for centralized energy production is thus decreased, 
losses due to centralized production and transportation over the grid are reduced, and 
strain on the energy grid during peak periods is lowered. Besides the environmental 
benefits, consumers also have the financial gain of saving on energy costs or selling to 
the power company. However, despite the potential benefits, there are still substantial 
barriers to the large-scale use of micro-generation [4]. 

2.1 Pervasive Computing and Smart Homes 

Household energy management has been addressed by several researchers in the 
smart homes domain. The smart homes concept, also called home automation or 
domotics, is about the integrated application of technologies that help to improve the 
quality of life of the residents of the home [31, 40]. Energy management is just one of 
the potential application areas of smart homes, next to controlling household 
appliances and multi-media equipment, providing assistance to elderly and disabled, 
and increasing safety and security. The technologies considered here have evolved 
from advances in pervasive computing, also known as ubiquitous computing or 
ambient intelligence [53, 44, 1]. Important topics in this domain, which also have high 
relevance to household energy management, include: 
• Sensors and actuators: RFID and other pervasive technologies [21, 3] enabled the 
development of miniature sensors and actuators with communication capabilities. 
These devices can be embedded in our environment, and integrated in equipment, 
daily objects, cloths or even our body. Thanks to their communication capabilities, 
they can be identified, traced and sometimes remotely controlled using other 
computers. 
• Context-awareness: Sensors that measure physical properties of an environment 
can communicate sensor data across the home network. Based on aggregation of such 
data and logical inference, so-called context information can be derived which is 
relevant to end-user applications [13]. The latter may adapt their behavior to be more 
efficient or effective, given the perceived or predicted context status of their 
environment. In particular, applications can be more useful to end-users if provided 
services can be personalized to the changing situation and corresponding needs of 
individual users [39, 17]. Personalization can be in terms of functionality or content 
provided by a service, or in terms of time, form or location of its delivery. Use of 
automatically derived context information, instead of explicit user input, ensures that 
the personalization is non-intrusive to the end-user. User patterns or habits may be 
learned by analyzing historical context information obtained over longer time periods, 
and matching real-time context information with these patterns allows pro-active 
context-aware behavior [49]. 
• Network infrastructure and interoperability: A smart home will comprise various 
components, which may have been acquired at different times, supplied by different 
vendors, and developed by different manufacturers. This potential heterogeneity of 
components, combined with the diversity of physical media solutions for home 
environments, poses a serious interconnection and interoperability problem [18, 28]. 
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Most existing houses were built without communication infrastructure, so they have 
to be retrofitted with new network technology. Powerline solutions and wireless 
networks present retrofits which are easy to install, flexible and relatively cheap, 
compared to dedicated wiring, although they are limited with respect to bandwidth 
and reliability. On top of low-level protocols for network connectivity, several 
protocols exist to communicate content and control devices. These protocols can be 
grouped in application areas, such as entertainment, lightning, appliances, and climate 
control, effectively forming different home networks [50]. In order to achieve 
integration of these different home networks and associated applications, middleware 
and service-oriented approaches have been proposed [50, 56]. 
• Smart applications: The previous topics are all necessary to enable the raison d'être 
of smart homes, namely to provide smart applications. Smart applications can 
increase comfort, interest or fun for users, without requiring explicit management or 
control from users. This means that a smart home system should be able to monitor 
itself or its environment, interpret monitoring results with respect to user goals, and 
decide on actions that would contribute to attaining the user goals. Several solutions 
exist for learning, knowledge representation, knowledge reasoning, and decision 
making, which have been applied in various smart applications, including inhabitant-
aware home automation [49, 8], load balancing on the electric grid [26], reactive and 
proactive household energy control [34], and location aware resource management 
[43]. 
Despite the considerable progress made in pervasive computing, smart home solutions 
have not yet been massively deployed. Main reasons are complex installation and 
interfaces paired with lack of interoperability [28]. Moreover, many proposed smart 
home systems enable control over devices and artifacts, rather than promoting control 
over the lives of people. The latter has been identified as a key factor of success [14]. 
Such control over lives may be used to pursue ‘calm living’, although [42] claims that 
success of pervasive computing is more likely if it is used to engage people, to 
provoke them to be creative and active. 

An important trigger for starting a smart home revolution may come from 
government policies to install smart energy meters into the home nationwide [16]. 
From this situation, energy conservation in the home and energy selling to the grid 
may evolve as potential killer applications. 

3 Basic System Architecture 

Figure 1 illustrates the basic architecture for household energy management, as 
introduced in [48]. It shows the controlled domain with household appliances which 
are being monitored and/or which can be controlled concerning energy consumption. 
For this purpose, each appliance is instrumented with sensors and/or actuators. The 
controlled domain also contains context sensors embedded in the home environment. 
One type of context sensors is used to measure physical properties of the environment 
such as temperature, humidity and air quality. Another type of sensors can be used to 
determine the presence, location, and activity of the residents, and be used in 
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combination with software applications such as an electronic agenda to provide 
supplementary information for reasoning. 

Apc mgr Apc mgr 

Apc mgr 
AMP 

Controlled 
domain (e.g. 
household) 

Cxt mgr 

Decision- 
maker

Ctx mgr Ctx mgr 

Action- 
performer 

Sensors 

Appliances 

Context events 

CMP 

CP 

 
Fig. 1. Basic architecture for household energy management (adapted from [48]). 

The monitored energy consumption of several appliances may be collected by an 
appliance manager (Apc mgr in Fig. 1) in order to get useful insights and derive 
consumption aggregates for certain categories of appliances. Multiple appliance 
managers may be organized in a tree structure with a root/top appliance manager that 
produces the right-level consumption information on basis of which control decisions 
can be made. The coordination of tasks of appliance managers is called the 
Appliances Management Process (AMP). 

Similarly, raw context data of one or more context sensors may be collected by a 
context manager (Cxt mgr in Fig. 1) in order to derive more reliable or higher-level 
context information. Through a process of context reasoning involving one or more 
context managers the right-level context information is derived which can be used for 
taking control decisions. The coordination of tasks of context managers is called the 
Context Management Process (CMP). 

Both the results of the AMP and CMP are used to take control decisions. For 
example, if the AMP indicates that the consumption is approaching a previously set 
maximum level, certain appliances may be temporarily switched off. However, if the 
CMP indicates that residents are in the house then no actions should be taken that 
would go against a previously set comfort level. Control decisions are based on a set 
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of rules that aim at realizing end-user goals by proposing actions based on a view of 
the currently evolving situation. End-user goals are for example reducing energy 
consumption and maintaining a certain comfort level. The view of the situation is 
based on information received from the AMP and CMP. Possibly also learned patterns 
can be considered. If an evolving situation matches such a pattern, the actions defined 
for that pattern will be proposed. Taking control decisions is the responsibility of a 
component called Decision-maker. Another component, called Action-performer, 
translates the proposed actions into operations to be performed on selected appliances. 
For example, the Action-performer may send a request to the actuator of the freezer to 
temporarily power down. 

4 Basic Service-oriented Architecture 

The basic architecture of the household energy management system identifies 
components and their interconnection structure but it does not consider 
interoperability and flexibility issues. One can expect that devices for monitoring and 
control will be offered by many different vendors. These devices will have widely 
varying capabilities and use different communication solutions, depending on the type 
of appliance or environment in which they will be embedded. A similar reasoning 
applies to software components, which may employ many different algorithms for 
reasoning and decision making. Developing a dedicated interoperability solution for a 
given set of heterogeneous components is hard, and most likely results in a system 
with no or limited possibilities to change the interconnection structure, replace or add 
components, and use components’ functions in various combinations and orders. The 
latter may be an important drawback if the system is to be deployed in different types 
of homes and households and has to be maintained under evolving user requirements 
and technology developments. 

We adopt a service-oriented architecture in order to cope with the problems of 
heterogeneity and rigidity [20, 37]. This means, among others, that we assume that 
components expose their functionality through service interfaces, and can be accessed 
accordingly using applicable Web service standards [38]. Proprietary solutions should 
then be wrapped such that functionality is appropriately translated between standard-
based public service interfaces and internal technology-specific interfaces. 

4.1 Overview of Services 

We initially identify the following services in our basic service-oriented architecture 
for a household energy management system: 
• Consumption (Csn) sensor service: This is a service provided by a (wrapped) 
sensor attached to or embedded in a household appliance for measuring energy 
consumption. It supports either a notification or a request-response message 
exchange. In the former case a notification is sent to interested clients at regular 
intervals or in case of relevant events. The notification contains measurement values. 
Relevant events may be raised on crossing consumption thresholds or starting/ending 
thermostatically triggered activity cycles. The request-response message exchange is 
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initiated by interested clients, which send a request to the service and ask 
measurement values to be returned in a response. 
• Power actuator (Pwr actr) service: This is a service provided by a (wrapped) 
actuator attached to or embedded in a household appliance for power management. 
This means that the actuator can be instructed to perform a power on/off operation or 
switch to another power mode. The service supports a one-way message exchange 
with which a client can invoke one of the defined operations on the service. 
• Context (Cxt) sensor service: This is a service provided by a (wrapped) sensor 
embedded in the home environment for measuring a context attribute. It supports 
either a notification or a request-response message exchange. In the former case a 
notification is sent to interested clients at regular intervals or in case of relevant 
events. The notification contains measurement values or a value identifying the event 
type. Relevant events may be raised on crossing context attribute value thresholds 
such as a critical temperature, or a step change in the context attribute value such as a 
person entering a room. The request-response message exchange is initiated by 
interested clients, which send a request to the service and ask measurement values or 
event indications to be returned in a response. 
• Appliance Management Process (AMP) service: This service provides consumption 
information to the CP service (see below). For this purpose it supports either a 
notification or a request-response message exchange, to notify the AP service or to 
respond to a request from the AP service, respectively. The consumption information 
passed to the AP service has the right scope and content to take control decisions. The 
AMP service is also a client of one or more Csn sensor services. Using the latter 
services, it collects measurements values concerning energy consumption of 
controlled appliances, which it uses to derive the higher-level consumption 
information aggregates. 
• Context Management Process (CMP) service: This service provides context 
information to the CP service (see below). For this purpose it supports either a 
notification or a request-response message exchange, to notify the AP service or to 
respond to a request from the AP service, respectively. The context information has 
the right semantic level to take control actions. The CMP service is also a client of 
one or more Cxt sensor services. Using the latter services, it collects measurement 
values or event notifications concerning the context of the residents, which it uses to 
derive the higher-level context information aggregates. 
• Control Process (CP) service: This service provides an interface to the end-users 
for programming the household energy management system. Programming may 
consist of specifying simple workflows or rules, or choosing between alternative pre-
defined workflows or rules and possibly supplying values for parameters. The CP 
service is a client of both the AMP service and the CMP service, which provide the 
necessary information to take control decisions. In addition, it is a client of one or 
more Pwr actr services, which can be instructed to perform certain operations in 
accordance to the decisions. 

 

Fig. 2 illustrates the basic service-oriented architecture, using an ad-hoc notation to 
distinguish between client ports (to invoke operations on an external service) and 
service ports (to offer operations which can be invoked by external clients). 
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Fig. 2. Basic service-oriented architecture. 

4.2 Service Granularity and Service Hierarchies 

According to the basic system architecture described in the previous section, AMP, 
CMP and CP are processes each involving (potentially) multiple components. This 
brings us to the question whether we want to consider the services corresponding to 
these processes as individual services or as composite services. Each ‘process’ service 
may either be provided by an integrated implementation of the components identified 
in the process or it may be provided by an orchestration of ‘component’ services. To 
answer this question one has to consider what is the right granularity of services [27].  

We foresee that in case the controlled domain is a single household, there is no 
need to have the processes implemented as an orchestration of separate services 
corresponding to the identified components. The reason for this is that the processes 
are probably not physically distributed and there is no opportunity to reuse the 
functionality of the components as services. On the other hand, in case the controlled 
domain covers a larger geographical area such as an apartment building or a city 
block, which contains a large number of controlled appliances, the use of composite 
services might be a good idea. 

Several alternatives exist to structure the household energy management system in 
terms of services when we consider multiple levels or hierarchical domains of energy 
management. The motivation for considering this is twofold. First of all, by having a 
system that can coordinate individual household energy management systems, more 
opportunities exist to avoid peaks and to balance demand and supply (in case of 
micro-generation). This is particularly interesting to the local power company. 
Secondly, by organizing households into a collective, leverage is created for 
individual households to negotiate better prices. 

We briefly explore two alternatives for coordinating individual household 
management systems. These alternatives are not necessarily optimal or practical, but 
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illustrate the spectrum of possibilities for coordination. We defer a more thorough 
treatment of this topic as future work. Let us assume we have two levels of energy 
management, say an apartment level and an apartment building level. The first 
alternative assigns to the highest level considerable responsibility and authority for 
direct control based on the overall situation (see Fig. 3): 
• Each apartment has a single appliance manager and a single context manager, 
which report to an appliance manager and a context manager at the apartment 
building level, respectively. The top-level managers inform the CP at the apartment 
building level. This CP has a decision-maker that analyzes consumption and context, 
and makes decision proposals. The decision proposals are forwarded to the apartment 
building’s action-performer, which propagates decision proposals in an appropriate 
way to action-performers at the apartment level.   
The second alternative assigns to the highest level no responsibility and authority for 
direct control, but instead allows changing the policy for control based on the overall 
situation (see Fig. 4): 
• Each apartment has its own AMP and CMP, which report to the apartment’s CP. 
Each apartment’s CP makes its own analysis with the decision-maker and controls its 
own appliances accordingly with the action-performer. However, each apartment’s 
CP also forwards the notifications of the AMP and CMP (or less frequent summary 
reports) to the CP at the apartment building level. The latter CP has another task and 
structure than the CPs at the apartment level. It analyzes the consumption and context 
information with the objective to decide whether criteria for decision rules at the 
apartment level should be modified. If so, it informs selected CPs at the apartment 
level of the new criteria. 
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Fig. 3. Multi-level energy management – alternative 1. 

The second alternative resembles a reflective architecture as has been proposed for 
some middleware systems [9]. A reflective system offers a separation of concerns and 
provides inspection and adaptation of its own behavior [32]. These properties would 
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facilitate dynamic adaptation [6] and self-healing [35], as is generally required in 
wireless settings with mobile and context-aware applications. 
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Fig. 4. Multi-level energy management – alternative 2. 

In our case of household energy management, two meta-levels of reflection can be 
recognized: (i) at the first level, appliances are monitored, and decisions are made to 
change the consumption behavior of appliances based on some management policy 
model; and (ii) at the second level, households are monitored, and decisions are made 
to change the energy management policy of households based on some performance 
goal model. Fig.5 shows these levels. In this paper, we will not further explore the 
exploitation of reflection for our service-oriented architecture, but leave this for future 
work. 
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Fig. 5. Reflective levels in energy management. 

5 Goal-driven Control Process 

The control process that provides the CP service and comprises the Decision-maker 
and Action-performer (see Fig. 2) is driven by end-user goals and realized by the 
execution of a rule-based policy that fulfils these goals. The overall goal that we 
project is a combination of energy and comfort conservation. Since the components in 
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this goal are to some extent conflicting, and their weights may be case-specific as well 
as dependent on the stakeholders, balancing these components is very challenging. 
We can distinguish between two stakeholder types: the resident or house owner, 
typically the consumer of energy (if we disregard micro-generation), and the power 
company, the main producer of energy. Their interests can be characterized as follows 
(see for example also [54]): 
• Producer: (i) keep peaks below what can be supported, as power outages and 
power quality fluctuations lead to consumer complaints; (ii) minimize overcapacity 
and avoid large variations in time, as this would otherwise require expensive 
dimensioning of the grid; and (iii) minimize supply and waste, for environmental 
reasons. 
• Consumer: (i) minimize local consumption, for economic and environmental 
reasons; and (ii) optimize local comfort, for consumer-selfish reasons. 
Underlying the rule-based policy is a knowledge representation that allows the 
selection and evaluation of rules. We do not discuss here the requirements that hold 
for this knowledge representation and how the knowledge base can be up to date. For 
this the interested reader is referred to [52]. Instead, we end this section with some 
(loosely formulated) examples of rules that could be used by a control process: 
1. If a room is not used, then any device in the room from the list (light, heating, air 
conditioning, entertainment equipment, etc.) can be switched off, unless somebody 
has indicated that it should stay on. 
2. During low consumption periods, battery-powered devices (such as electric cars, 
household robots, battery-powered appliances and tools) can be charged as far as they 
need charging. 
3. During peak consumption periods, thermostatically controlled devices in the house 
(such as room heating, air conditioning, refrigerator, freezer) can be operated in 
interleave or low-power mode. 

6 Home Service Bus 

The service-oriented architecture depicted in Fig. 2 comprises a network component 
that provides the connection infrastructure for the services. We assumed that this 
component is capable of realizing the message exchange between service requestors 
(clients) and service providers (services), using available network technologies.  
However, we may attribute additional generic functionality to this infrastructure, thus 
relieving individual service developers from the task of implementing such 
functionality over and over again. This idea is similar to that of enterprise service bus 
[33, 46], and we therefore call this infrastructure the home service bus. Presumably, a 
home service bus will have similar functionality as an enterprise service bus, but 
would favor different implementations because of the specific requirements of home 
applications and the characteristics of home networks.  

The home service bus plays a key role in realizing the service-oriented 
architecture. First of all, it can provide the register-find-bind functionality which is 
one of the central promises of service-oriented architecture [10, 20]. And secondly, it 
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can provide a virtual operational environment to service requestors. We will briefly 
expand on these functions. 

The home service bus manages a service directory which contains relevant 
information on services. The information on a service is added to the directory if the 
service is registered. This can be done automatically, when the service is deployed, or 
after deployment when it is discovered by the bus. The information covers both 
application aspects of the service as well as network aspects of the service endpoint. 
A service requestor can find a service it is interested in by enquiring the directory. 
The directory uses the application related information to match registered services 
with capabilities required by the service requestor, and selects the best service from 
the qualified ones by using run-time operational information. The service requestor 
can then bind to the selected service using the network information on the service 
endpoint. 

Effectively, a service requestor can find and subsequently use a service without 
needing to know the technical details of this service and that the service may be just 
one of many qualified services. The set of qualified services represents the virtual 
service in which the service requestor is interested. The home service bus hides 
internal implementation details of the services, such as the used programming 
language, runtime environment and hardware platform, but also allows the service 
requestor to interact with the selected service without knowledge of the network 
address or the communication protocol. Several kinds of virtualization or mediation 
functions may be provided by the service bus in order to cope with the heterogeneity 
of service implementations. For example, wrapping and transformation functions are 
needed if peer components do not share a common communication protocol or 
message format, as can be expected in the heterogeneous home environment. Some 
services may reside on a home gateway or server system, where Web services for 
communication (SOAP) and description (WSDL) can be supported. However, 
resource-limited devices, such as sensors and actuators, have to use product type 
specific industry standards. Therefore, the home service bus has to support such 
standards, and internally apply proper interface wrapping and/or protocol translation 
in order to make these devices appear as web-enabled devices to components that 
natively support web services. Additional functions are also possible, including but 
not limited to: 
• Routing: Messages may be routed to a particular system in case of error situations, 
or to a preferred service or set of services based on workload or availability. For 
example, service selection for the virtual service may be done on a per-request basis, 
using request-time operational and possibly context information.   
• Publish/subscribe: Service requestors may subscribe to certain responses or events 
with a single subscribe request to the service bus. The service bus then takes care of 
notifying the requestor of responses or events according to the specification in the 
subscribe request, until the subscription is withdrawn. For example, energy 
consumption measurement values or events from consumption sensors can be 
delivered this way to appliance management processes. 
• Booking: Service requestors may book certain services which are not immediately 
available or not immediately needed. The service bus schedules provisioning of 
booked services to requestors based on priorities or overall performance criteria. For 
example,  energy  supply  can  be  considered  as  a  service and smart appliances may  
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request certain energy-hungry tasks to be performed, but leave the timing to the bus. 
Fig. 6 shows the discussed functionality of the home service bus as infrastructure 
services.  
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Fig. 6. Home service bus as mediator between services relevant for household energy 
management. 

It is interesting to consider how the home service bus can be realized using various 
existing industry standards, and what alternatives exist for connection infrastructures 
that support service-oriented architecture. Relevant standards include Open Service 
Gateway initiatibe (OSGi), European Installation Bus (EHS), Home Audio Video 
interoperability (HAVi), Universal Plug and Play (UPnP), and Jini. In particular, 
several projects have explored the use of OSGi in combination with other standards 
for the smart home [50, 40, 56, 25].  

Another interesting question concerns the right functionality of the home service 
bus, considering the different application areas that exist for the smart home domain. 
Many research projects have focused on the development of an network infrastructure 
or middleware for the smart home with one specific application area in mind, such as 
infotainment and home automation [41], elderly care and independent living [51, 36, 
22], and energy management [29, 47]. This led to different proposed solutions. 
However, it is unlikely that multiple home service buses will co-exist in the same 
home. The problem is that some functionality may be generic in one application area, 
but may not be used in another area. Another problem is that different application 
areas will have their own industry specific standards. Finding a cost-effective 
compromise on which functions to include and which standards to support is therefore 
an important challenge 
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7 Conclusions 

Household energy consumption accounts for a significant portion of most nations’ 
overall consumption. It is therefore worthwhile to investigate possibilities of reducing 
energy consumption of households through effective energy management. To be 
effective, household energy management systems should promote energy conscious 
behavior of end-users. This is not easy to achieve, since we still know little about the 
behavior of end-users. Some studies have shown that providing immediate feedback 
to residents on consumption and related costs can have a positive impact on user 
behavior and lead to considerable energy savings. Advances in pervasive computing 
have enabled smart home applications, with energy management as one of the 
targeted application areas. For example, this development led to affordable technical 
solutions for providing immediate feedback through smart metering and advanced 
user interfaces. Smart home applications for energy management can also be used to 
automate part of the energy conscious behavior of people, namely by making such 
applications responsible for realizing comfort and consumption (c.q. reduction) 
targets that have been formulated by the residents.  

Automated systems to support household energy management consist of 
heterogeneous components, are based on various industry standards, and are subject 
to evolving user requirements and technology developments. We claim that adoption 
of a service-oriented architecture for household energy management systems is 
particularly useful to cope with interoperability and flexibility issues. We illustrate the 
service-oriented approach for a system that is able to monitor both the consumption of 
household appliances and the presence and activity of residents, and that accordingly 
takes 'smart' decisions on when and where to intervene in the consumption of 
appliances. We further discuss the role of a home service bus to realize some of the 
key properties of a service-oriented architecture. 

Several challenges and topics for future work have been identified. One major 
challenge is the federation of multiple household energy management systems in 
order to exploit economies of scale. The federated system would have two or more 
hierarchical levels of management, and it is as yet unclear which architecture would 
best support multi-home energy conservation opportunities while sufficiently 
ensuring autonomy of individual households. We also like to extend our household 
energy management system with micro-generation. Especially, it is interesting to 
consider the possibility of dynamically matching demand and supply of energy in 
combination with buying energy from and selling energy to the electricity grid. 
Another major challenge is finding an acceptable architecture and technical 
configuration of the home service bus such that it can act as the service-oriented 
backbone for all application areas in the smart home. 
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Abstract. This paper introduces the Spatial Memory concept which defines any 
geographical location as a memory where information can be stored and 
retrieval by user-applications. The Hovering Information Middleware is also 
introduced as a constrained implementation of the Spatial Memory concept. 
This middleware is based on results presented on previous works related with 
Hovering Information. Two main modules of the middleware are discussed and 
evaluated, the Storage and the Retrieval Modules. The evaluation is done by 
simulations using both random-way-point and real mobility patterns. Real 
mobility patterns are generated with the SLAW real mobility model. The 
simulations evaluate current storage and retrieval algorithms and outlines the 
major drawbacks and potential improvements for next milestones. 

Keywords. Mobile services, Geolocalisation, Ad-hoc networking. 

1 Introduction 

Nowadays, we are witnessing the extraordinary progress of technology in terms of 
miniaturization and communication. Fixed and mainly mobile devices are much 
smaller and much more powerful than ten years ago. It has become normal for 
someone walking in the street to carry with him a mobile phone having as much 
memory and computing power as a personal computer of the nineties. Besides this 
fact, current devices (both fixed and mobile) possess powerful wireless 
communication interfaces which make them able to communicate with distant servers 
via the Internet or even to communicate between them in an ad hoc manner. 

In the last decade, mobiles devices as they are becoming more powerful have 
started playing an important role enabling people to be connected not only between 
them (phone calls and text messages) but to the Internet and then to all the ad hoc 
services. In addition, the increasing development of geo-localized services leads us to 
the design of even more powerful services in mobile devices. 

Besides the technological improvements and the undisputed success of the 
Internet, the scheme of how information is produced, stored and retrieved has been  



also evolving from centralized schemas to community and collective ones. We are not 
any more limited to applications working with only one or a group of some powerful 
servers on which information (databases, videos, profiles,...) is stored. We are now 
facing services such as peer-to-peer sharing files (kaaza, bittorrent,...), user-produced 
streaming video (YouTube), and social networking (MySpace, Facebook, 
LinkedIn,...). These applications are different from classic ones in two points: either 
they are peer-to-peer and there is no more a centralized server, or the information they 
manage is produced in a collaborative and continuous way by the users. 

However, mobile devices are still playing a passive role since most of them are 
consumers of information but not producers. It is becoming usual for us to send and 
receive emails, to browse and to navigate in a city thanks to the geo-localization in-
built services, all this in our mobile phone. But still, these applications are only 
consumers of information and they have to get connected to a centralized server via 
the Internet. What is still missing is applications benefiting from the potential of 
collective work arising among mobile devices, sharing both information and 
computing. Sensor networks, for instance, follow this paradigm but we want to extend 
this vision to any set of mobile and stationary devices.  

In addition, applications following the centralized scheme may face problems of 
network saturation or robustness against failures. Moreover, stigmergy-based, 
context-awareness or spontaneous social networking applications need to use 
information being meaningful only locally, for a limited period of time, thus making 
the use of (centralized) servers unnecessary. There is no need for the information to 
travel a large geographical region when both the producer and consumer of that 
information are next to each other. 

In this paper, we introduce the Spatial Memory vision in which any region of the 
earth may be defined as a memory able to store and retrieve any kind of information. 
Spatial memory as a general concept may rely on any kind of technology from 
centralized servers to mobile devices, from infrastructure to mobile ad hoc networks. 
However, we propose a concrete implementation of spatial memory called Hovering 
Information which has been already presented in previous works 121314. In other 
words, we have extended the Hovering Information concept to the more general 
concept of  Spatial Memory. 

In addition to the conceptual definitions we present in this paper, we also present a 
middleware architecture for the Hovering Information implementation. We discuss 
about its requirements and properties. We also present the storage and retrieval 
algorithms which are the core of the middleware. Storage and retrieval have been 
evaluated through simulations using both random-way-point mobility pattern and real 
mobility patterns.   

1.1 Related Work 

The Virtual Infrastructure project 4567 defines virtual (fixed) nodes implemented on 
top of a MANET. This project proposes first the notion of an atomic memory, 
implemented on top of a MANET, using the notion of quorums or focal points where 
a reasonable amount of mobiles nodes intersect. The motivation behind this project is 
the development of a virtual infrastructure on top of which it will be easier to define 
or adapt distributed algorithms such as routing, leader election, atomic memory, 

71



motion coordination, etc. Hovering information shares similar characteristics, it tries 
to benefit from the mobility of the underlying nodes, but the goal is different. We 
intend to provide a hovering information service on top of which applications using 
self-organising user-defined pieces of information can be built. 

GeOpps 9 proposes a geographical opportunistic routing algorithm over VANETs 
(Vehicular Ad Hoc Networks). This work focuses on routing information to some 
geographical location, it does not consider the issue of keeping this information alive 
at the destination, while this is the main characteristics of hovering information. 

The work proposed by 10 aims to disseminate traffic information in a network 
composed by infostations and cars. While the idea is quite similar to that of hovering 
information, keeping information alive in its relevant area, this study does not 
consider the problem of having a limited amount of memory to be shared by many 
pieces of information or the problem of fragmentation of information. It also takes the 
view of the cars as the main active entities, and not the opposite view, where it is the 
information that decides where to go. 

The Ad-Loc project 1 proposes an annotation location-aware infrastructure-free 
system. Notes stick to an area of relevance which can grow depending on the location 
of interested nodes. Notes are kept in their relevance area is by periodically 
broadcasting location-aware information to neighbouring nodes. This work also 
proposes to use this annotation system as a cache for Internet files in order to spare 
bandwidth. In this case, URLs are used as note identifiers. Similarly to the previous 
work, nodes are the active entities. In addition, in this case the size of the area of 
relevance grows as necessary in order to accommodate the needs of users potentially 
far from the central location. The information then becomes eventually available 
everywhere.  

The ColBack system 28 is part of the MoSAIC project and intends to set up a 
collaborative backup system for mobile devices. This system does not focus on geo-
localized information but replication strategies and replica scheduling and 
dissemination techniques could be used as inspiration for hovering information 
replication algorithms. 

PeopleNet 11 describes a mobile wireless virtual social network which mimics the 
way people seek information via social networking. It uses the infrastructure to 
propagate queries of a given type to users in specific geographical locations called 
bazaars. Within each bazaar the query is further propagated between neighbouring 
nodes via peer-to-peer connectivity until it finds a matching query. The proposed 
queries propagation inside bazaar techniques could be a source of inspiration when 
we will develop query to retrieve specific hovering information. 

2 Spatial Memory 

The main idea is that of making a geographical region to behave as a memory where 
information of any kind could be stored, modified and read by user applications. This 
information will be stored in devices (mobile and fixed) being inside the region. The 
environment is highly dynamic as devices can leave the region, fail, run out of 
memory or just be switched off; or new devices can enter into the region. 
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Let us develop a more global vision of the concept. We consider the surface of the 
earth as a whole geographical region in which plenty of computers, servers, mobile 
phones, PDAs, RFIDs, smartphones, iPhones, sensors, etc are storing and gathering 
information; processing it and producing still new information. The exchange of 
information between all of them is via the Internet or local networks using wireless or 
fixed technologies. Let us call all these devices as nodes and let us sub-divide the 
whole region in arbitrary sub-regions that we will also call them regions by 
simplicity. 

Each region has potentially some storage capacity where information can reside; 
this capacity depends on the number, characteristics and state of devices being inside 
the region at some point in time. We can imagine that information could be of any 
type and size, from text to video and from some bytes to several megabytes (or even 
gigabytes). 

Once a piece of information created, it will have a self-organizing nature. The 
information will be responsible of staying at the region with which it is associated, or 
to migrate from one region to another if requested. It will be responsible of being 
accessible by user applications that will be able to read and modify it. To achieve all 
this goals, information will use the storage, computing and communication resources 
of the nodes. Regions are passive elements of spatial memory and pieces of 
information are the active ones. 

It is important to notice that one major difference between Spatial Memory and 
current information management systems (databases, servers, p2p) is the way of 
addressing information. Traditional systems associate an address to a server or a peer 
storing information through which we can reach the information on request. However, 
in the Spatial Memory concept the way of addressing information is by geographical 
regions. We ask for information having some type and content, but being stored at 
some particular region. However, it is also possible to ask for information having 
some characteristic without specifying its location, in this case it is up to Spatial 
Memory to figure out where the information is stored. In both cases, there is a strong 
relation between geographical location and information because the latest is anyway 
stored at some region. 

 
Fig. 1. Spatial Memory Vision. 

User applications will only have to make use of simple primitives to basically read 
or write information from/to some region. Spontaneous social networking, disaster 
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areas, stigmergy-based and context-aware applications are the most appropriate for 
using this paradigm. Figure 1 depicts a geographical region where several pieces of 
information co-exist and each is associated with a specific region. We can also 
observe the presence of user applications that access the information of their interest 
in order to perform some tasks. 

Extrapolating the vision of Spatial Memory to current information management 
systems (i.e. web, video/audio streaming, databases, etc.), we can consider this 
information as information attached to the regions of these servers. Whenever specific 
information is required by a client, the data will then migrate from the region of the 
server to the region of the client, where it is processed by user-applications. Another 
view is of considering the whole earth as the region of information stored in servers. 

2.1 Requirements and Issues 

Setting up a system such as Spatial Memory is undoubtedly not trivial since the 
environment is highly dynamic and unreliable. In the paragraphs below, we 
enumerate and discuss the most relevant requirements and issues. 
Persistency. This is a major issue because of the dynamism and unreliability of the 
environment. In such conditions, an existing piece of information is likely to 
disappear when a node switch off or leave some region; a node runs out of memory; 
or some network errors happen. It is then extremely important that information find 
by itself the way to stay alive, to survive. In the other hand, time life of information 
depends on its nature. There might be some information being relevant only for some 
few minutes or hours; and another for some weeks or months. It is evident that short 
time life information fits better with this environment. 
Reliability. While persistency deals with keeping information alive, reliability 
consists on keeping information accessible for nodes willing to read or modify it. 
Again, this is a very challenging issue to address. An existing piece of information 
may leave its meaningful region and be the last one piece on this area. Therefore, any 
node willing to access it will not be able to do it even though the information still 
exist. Although a fully reliability is the ideal situation, several applications might not 
need such a quality to still work well. For instance, instantaneous social networking 
applications may be more flexible in terms of reliability compared to disaster areas 
applications. 
Consistency. Being Spatial Memory a highly distributed information storage system, 
inconsistency problems will follow. We can identify two sources of inconsistency. 
First, the fact that a piece of information will certainly exist in several nodes 
(distributed), a consistency issue arises when some node modifies its content and this 
modification must take some while to be known by other nodes hosting the same 
piece of information. Another situation is concurrent modification of a piece of 
information, two different version of the same information could exist at the same 
time. Last case, when the same information exist in two different and not overlapping 
regions, in this case each region could have a different version. In all these cases, 
ensuring consistency is a challenge. However, inconsistency in information could also 
be an advantage in some cases since human social information is most of the time 
contradictory (there is no an absolute knowledge) and society still works. 
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Atomicity. When writing, reading or modifying a piece of information, Spatial 
Memory must ensure the atomicity of these operations. Some information could be 
split in several pieces of information and spread in several nodes depending on the 
storage capacity of nodes. Later, this pieces will be merged into one piece of 
information to be used by applications. This kind of behaviour is definitely a 
challenge to overcome when dealing with atomicity. Another source of problems is 
communication failures but we could delegate this responsibility to the overlay 
network. 
Trust. The nature of information is dynamic and user defined. These aspects are both 
an advantage and at the same time a source of trust challenges. We have to address 
challenges such as how to trust to some information published by some one else, or 
how to be sure that some information is not a trap for us. More an application relays 
on the reliability of the source of information, more it will sensible to the trust of 
information. As a first approach, we can image a kind of reputation systems in order 
to solve this problem. 
Integrity. An application should be able to modify only its related information. In this 
way, integrity of information has to be conserved. It is in this context that attributes 
such as owner and access rights are aimed to exist. At the same time, it arises a 
problem of supplanting an identity and then modifying an information that normally 
we could not do it. Again, it is another challenging issue to solve when designing a 
concrete implementation of Spatial Memory. 
Cooperation and Privacy. Spatial Memory requires a high degree of participation 
from nodes. But, this means that nodes have to be willing of sharing theirs storage, 
computing and networking resources. Otherwise, such a system will not work because 
it needs a critical mass of participants. Besides this problem of cooperation, it arises a 
problem of security and privacy. Participant nodes need enough guarantees that they 
will not be attacked because of being more open to cooperate, or that their private 
data would be accessible by anyone. A possible solution could be setting up a virtual 
machine on nodes to create a fully protected space where spatial memory could work. 

3 Hovering Information Middleware 

This section outlines a particular design of the Spatial Memory concept described 
above. Leveraging on our previous work on hovering information 1314, we show here 
how to build such a service through a middleware called Hovering Information 
Middleware (HIM). 

3.1 Global Overview 

The middleware assumes the presence of mobile (fixed) nodes moving around a 
geographical 2D area. Each node is able to store and process information, that we call 
it hovering information, as well as sent it to and receive it from neighbouring nodes in 
an ad hoc manner. User-applications are able to create information to be stored at a 
specific geographical region chosen by the application itself or by the middleware. 
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The creation process of information could be both triggered by a human user or by the 
application itself in an automatic way.  

Figure 2 depicts several applications running on different groups of nodes; each 
application interacts with the hovering information middleware in order to perform its 
task. 

 
Fig. 2. Applications Deployment. 

A piece of hovering information can be of any type from simple raw text to 
videos. Once created, a piece of information might be attached to a precise 
geographical region defined by the user-application. If not, it is up to the middleware 
to find a region where to store it. In both cases, information can be retrieved from 
anywhere unless strict region-bounded constraint is specified. 

From an application perspective, hovering information is a concept characterising 
self-organising information responsible to find its own storage on top of a highly 
dynamic set of mobile devices. A piece of hovering information is attached to a 
specified location, which we call the anchor location. The main requirement of a piece 
of hovering information is to keep itself stored in the vicinity of the anchor location, 
which we call the anchor area, despite the unreliability of the device on which it is 
stored. Whenever the mobile device, on which the hovering information is currently 
stored, leaves the area around the specified storage location, the information has to 
hop - hover - to another device. 

 
Fig.3. Node Architecture. 
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Pieces of hovering information have to be seen as information particles 
"suspended" into the given geographical region, being attracted by their anchor 
location. A piece of hovering information comes with a unique identifier, the actual 
data value to store and additional policies for spreading, self-destruction, etc. By 
means of simplicity, we will use the term information or hovering information in a 
exchangeable way. 

From a conceptual point of view, the middleware itself is responsible of two main 
tasks: storing information (persistency) and retrieving it. We assume that the 
middleware use network primitives such as sending and receiving data, and services 
such as discovering neighbouring devices. On top of this, applications make use of the 
middleware services. Figure 3 illustrates these three layers in a node and their 
relation. 

The current middleware we propose is designed to work in mobile ad hoc 
networks. In previous works 1314, we studied the behaviour of some simple but 
fundamental algorithms being responsible of the basic mechanism of keeping 
information persistent in a highly dynamic environment. Sub-section 4 discuss more 
in detail these algorithms. 

3.2 User-application Primitives 

The way how an application interacts with the middleware is through an Application 
Protocol Interface (API). Besides basic primitives for writing and reading 
information, the middleware proposes primitives for subscribing an application to 
some information-related events; and for defining regions, filters and policies. Let us 
explore more in detail each of these primitives. 
1. write(h, a, p) – This primitive allows an application to write a piece of information 
h into a region a having the p policies. 
2. write(h, p) – This primitive allows an application to write a piece of information h 
having the p policies. It is to the middleware to define the most appropriate region 
where h will be written. 
3. read(q, a)::h – This primitive allows an application to retrieve a piece of 
information h matching the query q and being stored into the region a. If no 
information matches the query, an null value is returned. 
4. read(q)::h – This primitive allows an application to retrieve a piece of information 
h matching the query q. It is up to the middleware to decide where to look up for this 
information. If no information matches the query, an null value is returned. 
5. subscribe(h) – This primitive allows an application to automatically be notified 
when information h has been modified or removed. 
6. notifiy() – This primitive is called by the middleware to inform to an application 
that a subscribed information has been modified or removed. 
7. region(w)::a – This primitive allows an application to define a geographical 
region by its vertices w. A priori, the geometrical form of this region should be any. A 
region will be the semantic scope of a piece of information. The definition could be 
also done by passing the center and the radius of the region, in which case the region 
will a circle. 
8. applyRegionOperator(operator, a, b)::c – This primitive allows an application to  
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combine two regions a and b and produce a new one c which will be the results of an 
operator such as union, intersection or subtraction among others. This kind of 
operators may be useful when extending the semantic scope of some information for 
instance. 
9. defineFilter(expression)::f – Existing several pieces of information stored in the 
global region and many of them being stored in the same region or in overlapped 
ones, it should be possible to define a filter f when reading some information. This 
filter would define by an expression the region or regions, the type of information, the 
user id application, the owner id, the content, the author id, etc. 

3.3 Middleware Architecture 

The hovering information service is designed as a middleware service. It is a 
distributed service and each node must implement it. The Figure 4 outlines the 
proposed architecture. 

The core of the proposed middleware are the Storage and Retrieval modules, both 
coordinate their behaviour according to the network properties (i.e. network 
saturation), local device properties (i.e. node routines), environment properties (i.e. 
neighbours state) and application requirement (i.e. low delay response when reading 
an application related information). 

 

 
Fig. 4. Hovering Information Middleware Architecture. 

Storage. This module is responsible of storing information in a region. It has as 
inputs data such as the network state, the local node state and the neighbours state. 
This data is provided by the respective modules. Some previous research has been 
done for this module and two algorithms have been proposed: attractor point and 
location-based caching 14. 
Retrieval. This module is responsible for looking for an information requested by an 
user application. The information is searched in a particular region and filtered after 
the defined filter. The simple case is when information is stored at the current region, 
otherwise a process of propagation of the query will be triggered and the requested 
information, if found, will migrate to the querying area of the user application. 
Network Properties. This module provides a transparent access to the network 
properties and current state such as traffic congestion, bandwidth, delay and current 

78



neighbours among others. These network characteristics are used by the Storage and 
Retrieval modules in order to adapt their behaviour. 
Local Device Properties. Local information of the device such as memory size, 
current position, current speed and prediction of location is made available by this 
module. This information is part of the set of parameters that Storage and Retrieval 
modules take in consideration to adapt their behaviour. 
Environment Properties. This module makes available some other environment 
parameters such as neighbours nodes and their characteristics such us their current 
position and velocity vector. 
Application Requirements. This module provides to the Storage and Retrieval 
modules parameters defining the expected performances an user applications requires 
to work in the right manner. Modules should have to adapt their efforts in order to 
reach these requirements as best as possible. 
Information. This module is responsible of managing and processing the hovering 
information that is stored or retrieved from a region. It deals with attributes such as 
the age of the information, generation, priority, type, owner, etc. Meta-data such as 
replication time, version, creation time and generation are also processed in this 
module in cooperation with Storage and Retrieval modules (cf. §4). 

3.4 Middleware Properties 

The proposed middleware's properties come out from the design of the Storage and 
Retrieval modules and from the nature of the context which is highly dynamic and 
unreliable. 
Infrastructure-Free. There is no need of infrastructure for this service. It is a kind of 
opportunistic service that profits from the presence of devices being around to do its 
job. It does not rely on any centralized server. 
Self-Organisation. Once created and introduced in a region a piece of information, 
this last is completely autonomous. It looks by itself to survive and be accessible for 
user applications. The kind of operations that information could be able to do for this 
goal include replication, propagation, splitting, merging, swarm behaviour, etc. 
Best-Effort Service. Being the environment highly dynamic, the service provided by 
spatial memory is not fully reliable and user applications should be designed having 
in mind this characteristic. However, user applications are able to specify their 
minimal requirements in order to achieve their goals. 
Migration. We emphasize the fact that semantic scope of information is bounded to 
some region. However, it might be possible to replicate this scope some where else or 
to be expanded. In this case, semantic scope should be extended and modified and 
then a migration of information should be done. 
Garbage Collector. Pieces of hovering information come with policies. Those 
policies prescribed a time-to-live limit after which the information self-destroys. This 
starts counting from the last time the information has been accessed or modified. This 
however means that the data is in fact modified to remember the last time of access. 
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Load-Balancing. The place where a piece of hovering information is stored is 
decided by either the application or the middleware (if not specified an specific 
region). In both cases, information replicates itself in quest of survive and competes 
with other information. Therefore, several different pieces of information may co-
exist and previous results 14 have shown that geographical region is fairly distributed 
among different pieces of information. 

4 Storage and Retrieval Algorithms 

In this section we describe the current design of the storage and retrieval modules. We 
discuss about the main issues when designing them, the current implementation and 
its drawbacks, as well as the next milestone improvements in order to design a fully 
working middleware. 

4.1 Storage Module 

The information storage module is responsible of storing pieces of information, 
created by user-applications, in the most appropriate geographical region. As we 
mentioned in §2.1, keeping information alive and available are major challenges of 
such a system because of the highly dynamism of the environment. 
Current Storage Algorithms. In previous work we have already presented two 
storage algorithms, called as replication algorithms: attractor point (AP) and 
broadcast-based (BB). We present the main concepts related to these algorithms. 
Once a user-application creates a piece of information, the hovering information 
middleware will store it in the most appropriate geographical area called the anchor 
area. This piece of information can be tightly related to a geographical area (e.g. a 
context-aware information) or not, in which case the middleware can store 
information anywhere. In this paper, an anchor area is defined as a circle having a 
center, the anchor location, and a radius, the anchor radius, both defined by the user 
application to an specific piece of information. For simplicity we assume in this paper 
that an anchor area is always defined as a circle, but we could imagine that it  could 
have any shape than a circle. 

The AP and BB algorithms are based on self-replication. When a replica is in risk 
of disappearance it starts replication itself. To this aim, an anchor area and its 
surroundings are divided in four continuous areas, all of them having as center the 
anchor  location.  The secure area which is a disc having a radius smaller than the 
anchor radius, therefore this area is inside the anchor area. The risk area, which is 
the prolongation of the safe area beyond the anchor area, is a ring having a minimal 
radius equal to the radius of the safe area and a maximal radius greater than the 
anchor radius. The meaningful area is also a ring having a minimal radius equal to 
the maximal radius of the risk area and a maximal radius being normally quite far 
away from the anchor location. And finally the irrelevant area is the rest of the rest 
of the area where information is likely not relevant. 
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When a replica is in the risk area, it starts replication itself constantly in the quest 
of surviving. While the BB algorithms replicates a replica into all the neighbours of 
the respective host, the AP algorithms tries do it better by targeting only those 
neighbours being the k-closest ones (replication factor) to anchor location. We define 
the following attributes: replication factor (kR), replication timer (TR) and cleaning 
timer (TC). A replication being in risk replication itself each TR seconds and a node 
removes irrelevant replicas (those being in the irrelevant area) each TC seconds. 

Besides the two replication algorithms, we have also introduced two caching 
policies: the location-based caching (LBC) and the generation-based caching (GBC). 
In fact, in a context where several applications co-exist and each of them has several 
pieces of information (several context variables), it might happen that replicas 
compete for storage resources. That is why caching policies have been defined in 
order to choose the most appropriate replicas when storage space is not enough in a 
hosting node. The LBC policy is the most interesting and the most appropriated after 
our previous results 14. It is based on the location of the competing replicas and the 
hosting node. The most relevant replica to the host's location will have the priority. 
Drawbacks of the Current Storage Algorithms. Previous replication algorithms 
and caching policies are not good enough yet. Although, they achieve their goals and 
their performances are good, the mayor drawback resides on the network overhead. 
The following paragraphs discuss these  issues. 
Once a replica is in its risk area, the replication frequency depends on the network 
saturation, the current state of host node's neighbours, the life cycle of the replica, ans 
the kind and priority of the information. This means that the replication mechanism 
adapts its behaviour to the saturation of the network in order to reduce the bandwidth 
consumption. Concerning the state of neighbours, a host node is constantly receiving 
messages from its neighbours, some of them are related to hovering information. In 
this way, by receiving some replication messages from away, a host node can estimate 
which replicas are already in its direct neighborhood, and a replication reduces its 
replication if there are several copies of it around. Concerning the lifecyle, a replica 
would have the tendency to replicate itself very often at the beginning of its existence, 
and then will gradually reduce this frequency assuming that the are enough replicas 
out there.  Finally, a higher priority information will invest more effort on replication 
itself. 

The current design of the replication algorithms is thought limited. A replica 
replicates itself when being in its risk area and keeps doing while being there with a 
well defined replication frequency. Therefore, we can straight notice the main 
drawback: network overhead. The current host of a replica may slowly pass through 
the risk area, or event stay there, and the replica would keep replicating itself 
permanently. An stop mechanism is needed. Moreover, the replication frequency is 
constant but we could imagine that this may evolve along the time as well. A 
compulsive replication might be suitable at the beginning of a prior of risk but not 
after a while of estimating that survival is quite guaranteed. 

The current AP replication algorithm replicates a replica potentially in risk to a set 
of its neighborhood nodes being the closest ones to the anchor area of the replica. 
However, this implies that a multicast or several unicast messages are sent. The 
question that arises from this implementation is that broadcasting the replica to all 
neighbours  might  be  more  efficient  and  more or less equally expensive in terms of  
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power. 
Previous results shows that the current replication algorithms get good 

performances in terms of keeping hoverinfos alive an available. However, the major 
drawback is the network overhead even though the AP does much better than a 
flooding scheme. From all this, we conclude that, and as stated and thought before, a 
replication decision based on the nodes behaviours may significantly improve and 
reduce the network overhead. The main idea reside in classifying nodes in two 
categories. Those who are most suitable to stay for a long time in a geographical area 
and those that not. The former would be the most suitable for storing replicas related 
to the respective location. 

4.2 Retrieval Module 

Once a mobile application or another system has created a hovering information and 
stored it in a geographical area, we must be able to retrieve this hoverinfo when 
required. We distinguish two kinds of retrieval mechanisms: a passive one and an 
active one. While in the active retrieval the user application asks for some 
information, in the passive retrieval the informations looks for matching user 
applications (publish/subscribe scheme). The answer message, if the query matches, 
propagates following a unicast scheme. In this paper, we only cope with the active 
retrieval. 

We describe the active query propagation. Once a user application has asked for 
some information, the respective node generates a query that will propagate in quest 
of matching some replica stored in some node's buffer. The approach we present here 
deploys is a mitigated and geographically bounded flooding when the query is in the 
anchor area of the respective information. Otherwise, the query is propagated 
following a geographical routing until it gets to the anchor area of the information and 
then the previous method is triggered. 

Each time a query arrives to a node, the nodes verifies whether the query has been 
already received in which case the node drops the query. Otherwise, the node verifies 
if the query matches any of the hoverinfos stored in its buffer to later send this 
hoveringo back to the demanding node. If the query does not match any hoverinfo, it 
propagates itself towards neighboring nodes. The decision of propagation is taken 
following an uniform distribution and a threshold previously defined. 

Once a query has found a node containing a replica matching the query, the node 
sends back to the node source of the query an answer message with the respective 
hoverinfo. To route the message back, the node sends an unicast message to the node 
from where it received the query previously. Each node receiving this message 
behaves in the same way until the message gets to the destination node. Another way 
of sending back an answer without using the historic information is by only 
performing a geographical routing. 

5 Evaluation 

We  evaluated  the  behavior  of  the  above the current storage  and  retrieval modules  
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under different scenarios by varying the number of nodes, the number of hovering 
informations and the number of queries. 

We performed simulations using the OMNet++ network simulator (distribution 
3.3) and its Mobility Framework 2.0p2 (mobility module) to simulate nodes having a 
simplified WiFi-enabled communication interfaces (not dealing with channel 
interferences) with a communication two different communication ranges of 30m and 
120m. Concerning the mobility module, an update interval of 1s and a window time 
of 10s has been used. 

5.1 Simulation Settings and Scenarios 

The generic scenario consists of a surface of 500m x 500m with mobile nodes moving 
around following a Random Way Point mobility model with a speed varying from 
1m/s to 10m/s without pause time, or following a Real Mobility Pattern after the 
SLAW model 15. 

In the generic scenario, pieces of hovering information have an anchor radius (r) 
of 50m, a safe radius (rsafe) of 30m, a risk radius (rrisk) of 70m, a relevance 
(meaningful) radius (rrel) of 200m, and a replication factor of 4 (kR). 

Each node triggers the replication algorithm every 10 seconds (TR) and the 
cleaning algorithm every 60 seconds (TC). Each node has a buffer capacity of up to 20 
different replicas. The caching algorithm is constantly listening for the arrival of new 
replicas. 

Based on this generic scenario, we defined specific scenarios with varying number 
of nodes: from 20 to 200 nodes, increasing the number of nodes by 20;  varying 
number of different pieces of hovering information existing in the system: from 20 to 
200 hoverinfos, increasing the number of pieces by 20; and by producing 5 queries 
per hoverinfo created. Each of this scenarios has been investigated with different 
replication algorithms and the LBC  caching policy. 

We have performed 10 runs for each of the above scenarios. One run lasts 3'600 
simulated seconds.  All the results presented here are the average of the 10 runs for 
each scenario, and the errors bars represent a 95% confidence interval. All the 
simulations ran on a Linux cluster of 32 computation nodes (Sun V60x dual Intel 
Xeon 2.8GHz, 2Gb RAM). 

5.2 Critical Mass 

Figure 5 outlines the average availability of the AP and BB replication algorithms 
combined with the LBC caching policy. An average availability value has been 
computed for several scenarios containing each a different number of nodes. 

We can observe that as expected the BB algorithm has in all the cases an average 
availability bigger than that of the AP algorithm. However, for this latest, we note an 
strange behaviour in comparison to previous results 1314, the availability does not 
keep growing as the number of nodes increases but it starts decreasing after 80 nodes. 
There are two issues for these results: either they are incorrect and the whole 
simulations should be verified, or any some missing detail is missing and they are 
correct. In the latest case, the critical mass which is defined as the minimal number of 
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nodes per area unit so that some acceptable level of availability can be reached (this 
threshold depends on the user-application but for the moment we assume that an 
acceptable one should bigger than 90%) would be around 100 nodes for the BB 
algorithm, and there would not exist for the AP algorithm since average availability is 
lower than 80%. 
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Fig. 5. Availability. 

5.3 Network Overhead 

Figure 6 depicts the number of sent messages for both the AP and the BB replications 
algorithms under several scenarios, each having a different number of nodes. 

Again, in comparison to the results of the critical mass, we observe an strange 
behaviour for the AP algorithm. The number of sent messages is bigger than that of 
the BB for the range 20 to 140 nodes, and it starts decreasing after 80 nodes. These 
results are also incompatible with those of previous works 1314. 

We define the network overhead as the number of messages exchanged between 
nodes per unit of time. One goal of storage and retrieval algorithms is to minimize 
this variable while maximizing the storage/retrieval performances. However, since 
our results seem to be biased, we can not conclude anything for the moment than 
verifying current results. 

 
Fig. 6. Sent Messages. 
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5.4 Absorption Limits 

Figure 7 shows the average availability for both the AP and the BB replications 
algorithms under several scenarios each having a different number of hovering 
informations but always either 100 or 200 nodes. 

A hovering information system has limits. We can not store information as much 
as we want because of some inherent limitations: the whole storage capacity which is 
defined as a function of the number of nodes and the buffer size at each node. 
However, this absorption limit is below of this theoretical limit because of the 
redundancy of replicas. 

The results of this paragraph shows that and absorption limit is reached for the BB 
because we can observe that the number of hoverinfos created in the system is not 
bigger than 120 hoverinfos. We can explain this results by the fact that nodes' buffer 
have a limit of 20 hoverinfos and that at some point they get full and no more 
hoverinfos are accepted. In the other hand, for the AP algorithm, we observe that a 
bigger amount of hoverinfos is absorbed by the system. However, these results should 
be verified because of the strange behaviour of the AP algorithms noticed in previous 
sub-sections. 

5.5 Communication Range 

Figure 8 depicts the average availability for both the AP and the BB replications 
algorithms under several scenarios having as main difference the communication 
range: 30m and 120m. 

 
Fig. 7. Availabity and Communication Range. 

We observe that as expected the availability is lower for a communication range 
of 30m. However, and in opposition to previous sub-sections, we notice that the 
behaviour of the AP in a configuration of 30m is more reliable and consistent with 
what has been expected and what has been found in previous works 1314. This fact 
leads us to think about the correctness of the results for 120m of communication 
range. 
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5.6 Real Mobility Patterns Scenarios 

The previous results have studied the behaviour of hovering information middleware 
under an hypothetical scenarios on which every node moves randomly. This is quite 
rare to happen in reality, unless we consider a market or festival where we could 
observe a more chaotic behaviour in the movement of people. Therefore a set of 
simulations has been performed using real mobility traces or more precisely pseudo 
real mobility patterns, which have been generated by the SLAW mobility model 15. 

Several scenarios have been defined each having different density of people 
moving around. Figure 9 presents a mobility trace of 200 nodes moving after the 
SLAW model, and an histogram of the locations by where nodes pass through. We 
can clearly observe, from both the trace and the histogram, that there are between 4 
and 6 hotspots which could be considered as points of concentration of people. For 
instance in a real situation, these focal points might be considered as the main 
building of a university campus. 

   
Fig. 8. Trace and histogram for SLAW real mobility model. 

Figure 10 depicts the trace and histogram of 200 nodes moving after a random-
way-point mobility pattern which has been extensively used during this technical 
report and previous works. We can notice that nodes have the tendency to pass more 
time in the middle of the area rather than in the sides.  We can conclude from this that 
hoverinfos being in the middle will have more chances of surviving than those being 
created in the sides of the area. In the case of the real mobility patterns, the similar 
reasoning could be applied to the focal points. 

    
Fig. 9. Trace and histogram for random-way-point mobility model. 

86



Figure 11 outlines the average availability for the AP and the BB replication 
algorithms under several scenarios having different number of nodes, which move 
after the SLAW real mobility model. We observe that for more than 80 nodes, the 
average availability for both algorithms is bigger than 60%, and for the BB algorithms 
is bigger than 80% which is not probably an acceptable value but it is not bad. For 
less than 80 nodes results are bad or strange, again further verifications and 
improvements have to be done. 

6 Conclusions 

In this technical report, we have described the Spatial Memory vision which defines 
any geographical region as a memory being able to store and retrieve any kind of 
information. We have also presented the Hovering Information concept re-engineered 
as a middleware implementing a constrained version of the spatial memory concept. 

We have defined the API and the architecture of the Hovering Information 
Middleware, and described its properties. We have notably discussed about the 
current state and the major drawbacks of the Storage Module's replications 
algorithms, the Attractor Point (AP) and the Broadcast-based (BB), which were 
introduced in previous works. We have also introduced the Retrieval Module which 
for the moment implements a basic version of queries propagation, matching, and 
responses propagation back in a very simple way. 

 

 
Fig. 10. Real Mobility Patterns – Availability. 

We have run a set of several simulations using random-way-point mobility model 
and SLAW real mobility model. However, some results are strange and further 
verification is required, maily for the AP algorithm. In what concerns real mobility 
patterns, results are encouraging because of the quite high performances for the BB 
replication algorithm. 

It is clear that some improvements are needed in the storage and retrieval 
algorithms. One of them, and most probably the most interesting one, goes by 
adapting the behaviour of the algorithms to the daily behaviour of nodes, for instance 
to the nodes' mobility routines. 
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Abstract. During the last decade, many useful telemedicine pilots have been 
conducted, however, only a few telemedicine services did actually reach the 
market and were successfully being deployed. One of the reasons is that costs 
and benefits are not equally distributed across the organizations of a value 
network. Value network analysis combined with business modeling right from 
the beginning of a project may improve the success rate of telemedicine 
services development and deployment. This paper presents results of this 
approach used in a case study for Myotel, a wireless rehabilitation service for 
treatment of chronic work related neck shoulder problems. 

1 Introduction 

Telemedicine may improve healthcare, both in a qualitative and in a quantitative way. 
During the last decade many useful technologies have been developed but fail to 
actually reach the market [4, 17]. Often, telemedicine services are provided by 
multiple organizations being part of a large value network. In practice, the services 
innovation is hampered by the fact that costs and benefits of a service innovation are 
not equally distributed across the network. An organization with only costs and hardly 
any benefits will not contribute to the innovation. A second roadblock in bringing 
telemedicine services to the market is the existence of regulations limiting the full 
power of the telemedicine services [4]. Business modeling is seen as a solution to 
bring (technological) innovations to successful deployment and several determinants 
have been identified for success [4, 2, 5]. By using business modeling right from the 
beginning of a project, the failure rate of telemedicine service innovations may be 
lowered. This is because such business model designs are expected to be more viable 
as a result of better alignment with available resources and capabilities as well with 
their external environments [17]. In this paper, we present a business modeling 
approach for Myotel, a wireless rehabilitation service for treatment of chronic work 
related neck shoulder problems. This approach allows for both a qualitative and 
quantitative analysis needed to engineer a viable value network by allocating 
activities to organizations such that costs and benefit are sufficiently matched.  



2 Myotel Case Description The case consists of a so-called myofeedback tele-rehabilitation system that can be 
used for patients with work related chronic neck shoulder pain. The system monitors 
muscle relaxation during daily activities via sensors and actuators implemented in a 
wearable garment, which is connected to a PDA. The system provides continuous 
feedback when there is too little muscle relaxation. The monitoring data is sent 
wirelessly – e.g., via a GPRS, UMTS or HSDPA connection – to a back end system, 
which can be accessed by health care professionals. These health care professionals 
can use the system for optimizing treatment working more efficiently by saving on 
face-to-face contact hours with their patients and giving them more personalized 
feedback as well (Figure 1 gives a high level architectural overview of the system).  

 
Fig. 1. Myotel system overview. 

3 Business Modeling and Telemedicine Services 

During the 1970s the business model concept was used for describing IT-related 
business processes [12, 18]. More recently, the business model concept has been used 
for analyzing market structures as well as strategic choices related to positioning of 
organizations within these market structures [16, 8]. A widely used business model 
definition within this context is that of Chesbrough and Rosenbloom [5] who 
concisely define a business model as “a blueprint for how a network of organizations 
co-operates in creating and capturing value from technological innovation”. In our 
view, it is important to explicitly distinguish the two main types of value to be 
created: customer value (value delivered from a customer perspective) as well as 
monetary value (value delivered from a provider perspective). So we define, in 
similar words, a business model as “a description of the way a company or a network 
of companies aims to make money and create customer value” [7, 11]. 
In literature, initially attention has been paid to empirically define business model 
typologies [8].  In recent years business model research started focusing on exploring 
business model components and developing descriptive models [11, 15]. 

Afuah and Tucci [1] see businesses as systems consisting of components (value, 
revenue sources, price, related activities, implementation, capabilities and 
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sustainability), relationships and interrelated technology. Osterwalder and Pigneur 
[14] more systematically define four business model components, i.e., product 
innovation, customer management, infrastructure management and financial aspects. 
Broens et al. [4] identified five determinant categories that influence implementation 
of telemedicine interventions: (1) technology, (2) acceptance, (3) financing, (4) 
organization and (5) policy and legislation. For our case, the technology has been 
addressed by medical trials proving the medical effectiveness of the Myotel treatment 
[9]. A recent project focused on the acceptance by conducting Myotel trials in four 
European countries. Section 4 proposes a business engineering approach addressing 
the financial in particular the revenue streams and organizational aspects, i.e., value 
networks and related roles. Section 5 deals with the policy and legislation. 

4 Value Chain Engineering using Business Models 

We engineered the value chain by addressing the differences between the current 
traditional treatment and the future treatment of work related chronic neck shoulder 
pain using the tele-rehabilitation service, using the following three-step approach: 
• The first step identifies the main activities needed to provide the service, by 
defining the role that needs to be played by an actor and a related short description. A 
certain type of organization or a specific professional with a given set of competences 
can play a role.  
• The second step determines costs related to each role for the current and future 
situation. This step clarifies the economic impact of tele-rehabilitation services by 
determining the cost increase or decrease for each activity identified in the first step. 
From an economic point of view, the implementation of the tele-rehabilitation service 
makes sense only when the overall cost level of the future situation decreases.  
• The third and last step is the “engineering of the business” by allocating activities 
to existing or to be created organizations. The objective is to create a value network 
where each organization benefits from the introduction of the tele-rehabilitation, i.e., 
additional costs must be compensated by additional benefits. 
The above-mentioned process requires insights from business model surveys, 
literature studies, as well as expert interviews. Several cross-organizational 
workshops are needed to design business models, parameterize quantitative analysis 
and provide feedback to all parties. The next sections describe the above-mentioned 
steps needed for the engineering the business needed to viably provide the tele-
rehabilitation service. 
Step 1: Identification of Main Activities. In order to develop an initial qualitative 
business model design for the myofeedback tele-rehabilitation service, we organized a 
half-day workshop for twelve experts within the field of myofeedback and tele-
treatments from four European countries in which the service could be offered – The 
Netherlands, Belgium, Sweden and Germany.  Table 1 presents the activities of the 
main value network roles that will be affected by introducing the tele-rehabilitation 
service. 
Step 2: Quantitative Model. The next step the costs for the activities of per role are 
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determined (see Table 2). We only look at the activities that change when the 
traditional treatment of neck shoulder is replaced by the new tele-treatment. These 
activities are presented in italics.  

Table 1. Main roles and activities. 

Roles Activities 
Patient Gets treated by the myofeedback system 
Health care 
professional 

Offers the professional care and guides 
tele-rehabilitation activities 

Tele-rehabilitation 
service provider 

Offers the actual tele-rehabilitation 
service, including helpdesk, training & 
certification, public relations,  

Hardware provider Offers hardware, e.g. for communication 
devices and sensors 

Network Provider Offers mobile communications services 

Software developer Develops the tele-rehabilitation system 
software 

Software platform 
provider 

Offers the tele-rehabilitation software 
platform 

Insurance company Offers health insurance to patient and 
absence insurance to employer 

Employer Employs persons who are patient treated 
by tele-rehabilitation system  

Medical research & 
development 
organization 

Does R&D related to developing training 
material and certification. 

Traditional activity based costing approaches are used to determine costs of the 
activities. For each activity we determine for each activity the number of times N the 
activity is carried out and the cost price P per activity. With respect to cost price, we 
distinguish between investments and yearly costs. The investments are onetime costs 
for training and education (needed when new employees get involved) and 
investments for equipment (needed when more devices are needed or old devices are 
worn out). We consider a period of ten years. The volume and cost tables are part of 
an Excel spreadsheet that simulates the provisioning of the tele-rehabilitation service 
in year i from 2008 to 2018. Multiplying Ni and Pi gives the overall costs for year I for 
each activity. The values for Ni are based on an S shaped technology adoption curve. 
The values for Pi are based on today’s market prices that develop over time, i.e., 
technology prices decline (deflating prices), whereas, e.g., salary costs for 
professionals increase (inflating prices). This enables Net Present Value calculations 
over the ten years period as well. 

In our study, experts in each country have determined the values for numbers and 
cost prices for each of the four countries under study. The Excel spreadsheet presents 
the set of parameters to the experts and provides for instantaneous feedback for what-
if analysis. In this way, we obtained a useful tool for evaluating costs and benefits in 
direct interaction with the experts. 
Results of the Quantitative Analysis. The results of the simulation for the 
Netherlands are presented Fig. 2. For each year of the ten-year period, the diagram 
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shows how investments and operational costs change due to replacing the traditional 
treatment by the tele-rehabilitation treatment. The tele-rehabilitation treatment leads 
to additional investments and operational costs changes for the following activities: 
The Service Provider activities require investments in equipment, e.g., garments, 
sensors and devices for the patient as well as back office equipment. The estimated 
life time of the back office is three years; the life time for other equipment is set to 
two years. 
• The Service Provider activities require also yearly operational costs to maintain, 
operate and use software licenses for the above-mentioned ICT. 
• The Service Provider activities include investments to train health care 
professionals in using the equipment. This is a onetime impact, disappearing once all 
professionals are familiar with using the system. Also the Health Care Professional 
invests time (equals money) when he or she is being trained.  
• The Health Care Professional saves operational costs per patient, because fewer 
treatments are needed (from nine to four treatments). 
• Finally the employer of the patients saves costs due to absence reduction (fewer 
treatments) and lower productivity losses (because of the treatment). 

Table 2. Activities per role. 

myofeedback service provider 
• manage tele-rehabilitation service (overhead) 
• develop tele-rehabilitation market (marketing) 
• acquire tele-rehabilitation customers 
• build back office  
• manage back office  
• build device service 
• manage devices needed for treatment 
• train myofeedback service delivery personnel 
• deliver myofeedback service 
• request reimbursement myofeedback treatment 
• receive payment for myofeedback service 

health care provider 
• develop tele-rehabilitation treatment 
• train personnel tele-rehabilitation treatment 
• diagnose patient 
• consult patient with traditional treatment 
• consult patient with tele-rehabilitation treatment 
• request reimbursement treatment 
• receive payment for treatment 

employer 
• employ traditionally treated employee 
• employ tele-rehabilitation treated employee 

patient 
• undergo traditional treatment 
• undergo tele-rehabilitation treatment 
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Fig. 2. Results of Myotel in The Netherlands. 

Conclusions of the Quantitative Analysis. The cost benefit calculations revealed 
three critical insights that would be unknown without quantitative business model 
analysis (the related figures show the calculations for the Dutch market; for the other 
three countries, similar conclusions can be made): 
• The tele-rehabilitation treatment is more expensive than the traditional treatment – 
mainly due to ICT related investments and operational costs. 
• The IT investments are not likely to be compensated by the related labor savings 
for the Health Care Professional. 
• However, the expected absence reduction and productivity increase of employers 
treated with the myofeedback systems compensates for the above mentioned additional 
cost. 
The results shows that for example in The Netherlands, we may expect that employers 
obtain the most benefits related to implementing the myofeedback service. Therefore 
these organizations should be seen as the main potential revenue source when 
deploying the myofeedback teletreatment service. 
Step 3: Value Network Engineering. The final step comprises the allocation of 
activities to existing or new organizations, part of the entire value network delivering 
the service to the patients and professionals. These organizations are part of a value 
network delivering products and services to each other on a commercial basis, i.e., 
one company pays for the product or service delivered to the other. The roles must be 
mapped such that each organization is able to cover the costs by payments originating 
from benefits. The experts mapped most of the roles easily to existing organizations, 
except for the role of tele-rehabilitation service provider. This role relates to costs 
(operations and investments) for IT devices and infrastructure that must be financed 
through the benefits of the employers. From a range of alternatives, the value network 
presented in was selected as most viable implementation. The employer (or the related 
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insurance company) of employees suffering from chronic neck shoulder problems has 
an incentive to use the tele-rehabilitation service. 

 
Fig. 3. Value network for Myotel. 

5 Regulation 

After deriving a viable value network design, we focused on performing a regulatory 
validation of the design for each of the four countries participating in the research. 
The main goal was to get insights with respect to the influence of the national 
healthcare regulation in each of the four participating countries[4]. According to 
Saltman[3], the influence of national healthcare regulation on the healthcare sector in 
a country can be divided into two different aspects – policy objectives and managerial 
mechanisms. 

Policy objectives include regulation that is concerned with specific policy goals 
that influence a broad public, focusing on e.g. providing a healthcare system that is 
accessible for the whole population or educating citizens about clinical services, 
pharmaceuticals and a healthy lifestyle. 

Managerial mechanisms have a more practical and operational character and target 
specific regulations that are needed to reach the goals as described in the policy 
objectives. Saltman et al [3] recognize a number of components that affect healthcare 
management capabilities and are associated with greater operating efficiency and 
effectiveness of both human and material resources. The following three main 
components of managerial mechanisms can be identified:  
• State influence – does the government control the healthcare market, is it tax 
financed or is it dominated by private for profit organizations? 
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• Licensure and liability – how can be ensured that healthcare professionals meet 
competence standards and that malpractice will be prevented as well?  
• Financial regulation – how does regulation influence the financial structure of the 
healthcare system? 
Because of the practical and operational character of these components and their 
influence on the operating efficiency and effectiveness of both human and material 
resources, it is expected that these components have the largest influence on e-health 
service value networks. Therefore these three components formed the focus of our 
regulatory validation. Via a workshop with the experts from the four countries as 
mentioned in Step 1, we discussed the impact of national healthcare regulation in the 
Netherlands, Germany, Sweden en Belgium on the value network structure that 
resulted from the previous step.  

When analyzing the results from the expert workshop and related expert 
interviews, we conclude that from the three regulatory elements as identified, the 
financial element has the most impact on the value network structure. Because 
reimbursements for e-health services – e.g. teleconsults – are not fully implemented 
yet, the potential efficiency increases related to the teletetreatment service cannot be 
fully capitalized yet. Only in the Netherlands and Sweden, recognizes that the work 
related chronic pain is a work related injury. In both Belgium and Germany only 
severe injuries are officially recognizes as work related. Because of this, the 
occupational healthcare can be regarded as a potential revenue source and important 
value network role only in the Swedish and Dutch value network structures of the 
teletreatment service. Another critical aspect appeared to be the reimbursement 
factors: because a Dutch healthcare professional treating neck shoulder problems gets 
paid for the entire treatment, regardless of the specific treatment, there is an incentive 
to work more efficiently. In the other three countries, these healthcare professionals 
are paid per hour. As a result, for them there is no strong financial incentive to work 
more efficiently. 

State influence also impacts the value network structure. Because of the healthcare 
market in Sweden is highly regulated with relatively independent and autonomous 
regional healthcare institutes, Swedish government agencies are expected to play an 
important role in the Swedish teletreatment value network. However, in the other 
three countries, where state influence is lower, insurance organizations are expected 
to be important actors in the teletreatment value network structures. The impact of the 
final component, licensure and liability, was expected to be of less influence on the 
national value networks of the teletreatment service. 

Based on the results related to the regulatory validation, the Dutch and Swedish 
healthcare markets appeared to be currently the most viable markets for deploying the 
teletreatment service. In both the Netherlands and Sweden it was possible to include 
the occupational healthcare role in the value network, which turned out to be a 
potential revenue source critically important for viably deploying the teletreatment 
service.  
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6 Conclusions 

In this paper, we described our business model engineering approach to early stage 
business model and value network development for a tele-rehabilitation service in the 
R&D deployment phase. We use a three-step approach. First, the main activities that 
are affected by the introduction of the new treatment are identified. Second, the 
investments and operational costs for each activity are determined. Finally, the 
activities are allocated to organizational units such that costs and benefits of the 
treatment can be matched.  

Step 2 and 3 of our method led to critical deployment insights that would 
otherwise be unknown or learned at a much later phase of the development process. 
Improving the viability and feasibility of business model and value network designs 
in an early deployment stage may lead to substantial savings in costs and resources. 

The analysis can be augmented by analysis considering the environmental factors 
like market, technology and regulatory environments.  

Although the first results are encouraging, the method and empirical results need 
to be further validated and the relationships between the qualitative and quantitative 
analysis as part of the business model action design cycle should be further integrated 
as well. 
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Abstract. Within e-learning domain there is a tremendous effort trying to 
loosely couple the data management and data deployment in e-Learning envi-
ronments. This paper presents a design of such a architecture which consists of 
three main pieces: (1) Global Repository, (2) Repository Manager and (3) Web 
Deployer. The architecture ensures scalability, interoperability and service 
composition for an enterprise e-Learning environment. The Global Repository 
consists of a suite of services that actually manage all the assets of the e-
Learning environment. The Repository Manager is a data management tool 
which allows the maintenance of all assets from a desktop application. The Web 
Deployer tool actually creates e-Learning environments by using assets from 
the Global Repository. The overall architecture is Service Oriented such that 
each service publishes its functionality in a standardized way letting other ser-
vices to access and use the functionality in a flexible manner. 

1 Introduction 

Enhancing on-line environments become more and more evident in almost all existing 
systems. One important approach is to use a recommender system for students. This is 
one important way of upgrading a traditional e-Learning platform. In this way, e-
learning becomes the way to empower a workforce with the skills and knowledge it 
needs. So far, traditional e-learning systems were developed in the means of static 
software applications, lacking in educational multimedia environments and persona-
lized capabilities and without any interest given to the real users input and feedback 
[1, 2].  

Large amount of hypermedia may be accessed using an e-Learning platform thus 
leading to large amounts of data regarding user behavior. This data may be used for 
intelligent user profiling, content reaching and classification, personalized intelligent 
interface. 

This paper presents a process and the outcome of our effort in developing a rec-
ommendation mechanism for students that run along an e-Learning environment. The 
content of the e-Learning platform is centrally administered and is supposed to be 
custom structured. An e-Learning infrastructure needs to be set up such that discip-
lines and associated materials are presented in a structured way. The platform is sup-
posed to have the capability of capturing and saving user’s performed activities.  



Second section presents related work regarding intelligent recommender systems. 
The third section presents the e-Learning content representation and fourth section 
presents the logging mechanism of student’s interactions. These two sections 
represents a prerequisite for the e-Learning environments that want to obtain recom-
mendations from IRS. Section five presents the methodology of building learner’s 
model, section six presents the procedure for computing the knowledge level for a 
student and section seven presents the procedure for obtaining recommendations. 
These sections represent the core business logic of IRS. Section eight presents the 
software architecture of IRS. Main software components with functionalities and 
interactions are presented. Section nine presents how IRS and client e-Learning plat-
form are put together. Finally, conclusions are presented. 

2 Related Work 

Substantial research in the design of technology enhanced learning has been con-
ducted within programs such as the Web-based Inquiry Science Environment [3], 
BioKids [4], Thinkertools [5], Modeling Across the Curriculum [6], and other re-
search programs. 

These projects have investigated the use of models and visualizations, idea maps 
and modeling engines, graphs and data probes, collaboration, and inquiry learning. 
They have pushed the boundaries of what technology can do, providing new functio-
nality for curriculum designs and scaffolding students, teachers and classrooms. Such 
research promises to transform learning from its traditional form of knowledge disse-
mination to new forms of knowledge community and inquiry learning [7]. This 
represents the next-generation of e-Learning systems that use innovative methods and 
materials and finally promote an intelligent community curriculum developers. 

Another research direction courses web-usage-based mining [15].  In this direction 
there are major contribution regarding preprocessing and preparing of data [16], rec-
ommendation of actions in e-Learning according performed actions [17]. 

There were proposed models for assisting evaluation of learner’s in e-Learning 
systems [18]. Implementing many of these research directions has been done using 
data mining algorithms [19]. There were employed clustering algorithms [20], algo-
rithms for obtaining sequential models [21], algorithms for association rule creation 
[22, 23]. 

These research directions concretized into non invasive recommendation systems 
for learners [24]. Such system is also employed for obtaining recommendations re-
garding the materials that need to be studied by learners [25]. 

Automatic recommendation implies that the user profiles are created and eventual-
ly maintained dynamically by the system without explicit user information. Examples 
include amazon.com’s personalized recommendations and music recommenders like 
Mystrand.com in commercial systems [26], and smart recommenders in e-Learning 
[28], etc. In general, such systems differ in the input data, in user profiling strategies, 
and in prediction techniques.  

Several approaches for automatic personalization have been reported in the litera-
ture, such as content-based or item-based filtering, collaborative filtering, rule-based 
filtering, and techniques relying on Web usage mining, etc [27]. In the e-learning 
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area, one of the new forms of personalization is to give recommendations to learners 
in order to support and help them through the e-Learning process. 

To deliver personalized content to users with diverse backgrounds, data mining 
techniques have been used in e-learning systems in recent years [29, 30]. The data 
mining approach uses all the available information about existing users, such as sys-
tem logs, to learn user models and then use these models for personalization.. 

3 e-Learning Content Representation 

Concept mapping may be used as a tool for understanding, collaborating, validating, 
and integrating curriculum content that is designed to develop specific competencies. 
Concept mapping, a tool originally developed to facilitate student learning by orga-
nizing key and supporting concepts into visual frameworks, can also facilitate com-
munication among faculty and administrators about curricular structures, complex 
cognitive frameworks, and competency-based learning outcomes. 

To validate the relationships among the competencies articulated by specialized 
accrediting agencies, certification boards, and professional associations, faculty may 
find the concept mapping tool beneficial in illustrating relationships among, ap-
proaches to, and compliance with competencies [6]. 

Figure 2 is a typical example of a concept map [14]. It addresses a simple ques-
tion, “What is a plant?” and illustrates how cross-links can be made and concepts 
organized. This is just one way the concepts listed on the left of the figure can be 
positioned in a hierarchical fashion to show relationships. The list of concepts and the 
relationship between them depend entirely upon professor because different profes-
sors create different concept maps on the same subject. This is the reason why the 
concept map associated with a subject is a point of continuous improvement. 

Recent decades have seen an increasing awareness that the adoption of refined proce-
dures of evaluation contributes to the enhancement of the teaching/learning process. In the 
past, the teacher’s evaluation of the pupil was expressed in the form of a final mark given 
on the basis of a scale of values determined both by the culture of the institution and by the 
subjective opinion of the examiner. This practice was rationalized by the idea that the 
principal function of school was selection - i.e., only the most fully equipped (outstanding) 
pupils were worthy of continuing their studies and going on to occupy the most important 
positions in society. 

The usage of concept maps has a proper motivation. Using this approach, the respon-
sibility for failure at school was to be attributed exclusively to the innate (and, therefore, 
unalterable) intellectual capacities of the pupil. The learning/ teaching process was, then, 
looked upon in a simplistic, linear way: the teacher transmits (and is the repository of) 
knowledge, while the learner is required to comply with the teacher and store the ideas 
being imparted [7]. 

Usage of concept maps may be very useful for students when starting to learn about a 
subject. The concept map may bring valuable general overlook of the subject for the 
whole  
period of study. 

It may be advisable that a concept map should be presented to the students at the very 
first meeting. This will help them to have a good overview regarding what they will study. 
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Fig. 1. An Example of a Concept Map (Novak, The Institute for Human and Machine 
Cognition) [14]. 

The structuring of the teaching course material is performed according to the instruc-
tional objectives defined by course manager. This structuring will allow dynamically build 
custom e-Learning course materials in accordance with learner’s previous activity, current 
knowledge model and goals that were set up by administrators and learner himself. 

 

 
Fig. 2. The structure of a course. 

The knowledge representation model has a direct influence regarding the outcome of 
the construction procedure of the learning material. Under these circumstances the know-
ledge model becomes the central part of the building mechanism. It may be regarded as a 
reference point for all learners. It may be assimilated to a representative virtual learner for 
all learners that contributed to experience repository data. 

(wbe 2010)Once a course manager has been assigned a discipline he has to set up 
its chapters by specifying their names and associated document. For each chapter 
course managers have the possibility of setting up two pools of questions: one for 
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testing and one for final examination. The e-Assessment tool offers also the possibili-
ty the structure of testing and examination activities. 

The course manager specifies the number of questions that will be randomly ex-
tracted for creating a test or an exam. Let us suppose that for a chapter the professor 
created 50 test questions and 60 exam questions and he has set to 5 the number of test 
questions and to 10 the number of exam questions that are to be randomly withdrawn. 
It means that when a student takes a test from this chapter 5 questions from the pool 
of test question are randomly withdrawn. When the student takes the final examina-
tion at the discipline from which the chapter is part, 15 questions are randomly with-
drawn: 5 from the pool of test question and 10 from the pool of exam question. This 
manner of creating tests and exams is intended to be flexible enough for the professor. 
In Figure 1 it is presented the logical structure of the Database discipline. 

 

 
Fig. 3. Structure of Database discipline. 

All tests and exams are taken under time constraints. For each chapter the profes-
sor sets up a number of seconds necessary to answer questions that chapter. When a 
test or exam is taken all the seconds are summed thus obtaining a maximal interval of 
time in which the student has to finish the test. The elapsed and remaining time are 
managed on server side and presented to the student after each answered question. In 
Figure 1 the time parameter is denoted by t and its value is 60 seconds for each ques-
tion. Figure 2 presents how the management of the Database discipline looks in the e-
Assessment tool. 

The professor has also enough flexibility for creating and editing questions. A 
question may contain pictures, thus equations, formulas or other graphics may be 
imbedded into it. For each question the professor sets up the visible answers and the 
correct answers. For example, if a question has four possible answers he will have to 
check the checkboxes called A, B, C and D stating that the student will have four 
choices. Error checking is enforced such that when a question has three visible an-
swers  and  the  correct  answer  is  D  an  error is shown to professor and the question  
cannot be saved. 

4 Logging Student Interactions 

Tracking of actions is required to facilitate the data collection for the needed per-
formed actions. The design of actions tracking module needs to select proper features 
that describe the performed actions of the learned. Among these features (or 

103



attributes) there are: user id, the date and time the action has been performed, details 
about the performed action, and so on. From the design phase of the platform, there 
were adopted two methodologies for monitoring actions. 

Since the business logic of the platform is Java based, log4j utility package was 
employed as a logging facility and is called whenever needed within the logic of the 
application. The utility package is easy to use; log4j.properties properties file manag-
es the logging process. The setup process states the logs are saved in idd.log file. The 
main drawback of this technique is that the data from the file is in a semi-structured 
form. This makes the information retrieval to be not so easy task to accomplish. On 
the advantages, logging activity may be very helpful in auditing the platform or even 
finding security breaches. This logging facility is also very helpful when debugging 
during development or when analyzing peculiar behavior during deployment. 

To overcome the semi-structured shape of logged activity a structured way of ga-
thering activity information was enforced. The activity table was added in the data-
base and all actions were recorded in the manner of one record per action. In the table 
1 it is presented the structure of activity table. 

Table 1. Structure of activity table. 

Field Description 

id primary key  

userid identifies the user who performed the action 

date stores the date when the action was performed 

action stores a tag that identifies the action 

details stores details about performed action 

level specifies the importance of the action 

In Table 1 the action field is represented by a tag. The detailed explanation of 
what the tag means is set in a properties file. For each language a separate properties 
file is created, each file containing the same tags but with description in a different 
language. 

The details field stores specific information regarding the action that was ex-
ecuted. For example, if a secretary modifies the profile of a student in the details field 
there will be stored information about what fields were updated.  

The level field specifies the importance of the executed action. There are defined 
three level of importance: 0, 1 and 2 where level 0 specifies the critical actions. 

After  five  months of deployment, the activity table contains more than 50,000 re- 
cords and we suppose that until the end of the learning cycle there will be close to 
100,000 records. All this logged activity may also be very helpful in an audit process 
of the platform. The records from the activity table represent the raw data of our ana-
lyzing process. 
Figure 4 presents a sample of the log with the performed activities by students. 
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Fig. 4. Sample scenario for a virtual learner. 

5 Building Learner’s Model and Predicting Needed Resources 

Clustering is one of the most useful tasks in data mining process for discovering 
groups and identifying interesting distributions and patterns in the underlying data. 
Clustering problem is about partitioning a given data set into groups (clusters) such 
that the data points in a cluster are more similar to each other than points in different 
clusters [8]. 

In the clustering process, there are no predefined classes and no examples that 
would show what kind of desirable relations should be valid among the data that is 
why it is perceived as an unsupervised process [9]. On the other hand, classification is 
a procedure of assigning a data item to a predefined set of categories [10]. 

Clustering produces initial categories, in which values of a data set are classified 
during the classification process. From all clustering algorithms categories we chose 
to have a closer look on those that use partitioning methods. k-Means algorithm [11] 
is taken since it is  simple and straightforward. The steps of clustering process are 
presented in Figure 3. The procedure follows the standard knowledge discovery [10] 
but is accustomed for our specific situation. 

In the k-Means algorithm, given a database of n objects and k, the number of clus-
ters to form, a partitioning algorithm organizes the objects into k partitions ( k ≤ n ), 
where each partition represents a cluster. The clusters are formed to optimize an ob-
jective partitioning criterion, often called similarity function, such as distance, so that 
objects within a cluster are “similar”, whereas the objects of different clusters are 
“dissimilar” in terms of database attributes. So, the first step is to define a list of 
attributes that may be representative for modeling and characterizing student’s activi-
ty.  

The classic k-means algorithm is a very simple method of creating clusters. 
Firstly, it is specified how many clusters are being thought: this is the parameter k. 
Then k points are chosen  at  random as cluster centers. Instances are assigned to their  
closest cluster centre according to the ordinary Euclidean function. Next the centroid, 
or the mean, of all instances in each cluster is calculated – this is the “means” part. 
These centroids are taken to be the new centre values for their respective clusters. 
Finally, the whole process is repeated with the new cluster centers. Iteration continues 
until the same points are assigned to each cluster in consecutive rounds, at each point 
the cluster centers have stabilized and will remain the same thereafter [12]. 
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Fig. 5. Steps of clustering process. 

From a different perspective, for a cluster, there may be computed the following two 
parameters: 
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The sum of all probabilities for all clusters is 1. If we know which of the distributions 
each instance came from, finding the parameters is easy. On the other hand, if the 
parameters are known finding the probabilities that a given instance comes from each 
distribution is easy. The general clustering algorithms result in crisp clusters, meaning 
that a data point either belongs to a cluster or not. The clusters are non-overlapping 
and this kind of partitioning is further called crisp clustering.  

Cluster validity assessment is the final step in the process and practically validates 
the results. There are two criteria proposed for clustering evaluation and selection of 
an optimal clustering scheme [9]: compactness and separation. 

Also, the influence of the maximum number of clusters Cmax, related to the 
weighting factor, in the selection of the optimal clustering scheme is discussed in 
[12]. 

6 Computing the Knowledge Level 

The  main  input data for computing the knowledge level is represented by the context  
data from the platform and the activity performed by the learner taken into considera-
tion. Next lines present a sample XML file with data representing the context of the 
platform. 

<module> 
 <id>1</id> 
<name>Computer Science</name> 
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<discipline> 
  <id>1</id> 
  <name>Algorithms and Data Structures</name> 
  <chapter> 
  <id>1</id> 
  <name>Binary Search Trees</name> 
  <quiz> 
   <id>1</id> 
   <text>text quiz 1</text> 
   <visibleAns>abcd</visibleAns> 
   <cotectAns>a</ cotectAns > 
  </quiz> 
  …… 
 </chapter> 
<chapter> 
  <id>2</id> 
  <name>Height Balanced Trees</name> 
 </chapter> 
…… 
</discipline> 
</module> 

One of the critical issues regarding knowledge measurement is represented by weight 
assignment procedure for quizzes. Weight assignment is automatically performed 
according with data recorded within Experience repository module. The weight of a 
quiz is computed according with the number of learners that answered incorrectly to 
that quiz. If n is the total number of learners that answered a question qi and nwrong is 
the number of students that answered incorrectly the question than the formula for 
computing the weight of the quiz is: ℎ =  

This formula will assign values between 0 and 1. Values closer to 1 mean high weight 
and are obtained for high number students that answered incorrectly to questions. For 
example, if 25 students answered to a quiz and 20 of them answered incorrectly this 
means the weight of the quiz is 0.8.  

7 Procedure for Obtaining Recommendations 

For Algorithms and Data Structures disciplines there was created an infrastructure for  
Binary Search Trees chapter. For this chapter there were defined 16 concepts as in 
figure 4. For each concept there are created 5 to 10 quizzes. Each instance is repre-
sented by a set of 3 features: nL -number of loggings, nT-number of taken tests, 
avgW-  
average of weight for taken test.  
- K-means clustering algorithm is performed and 4 clusters are obtained. The distribu-
tion into clusters is: 

107



- Cluster 0 – 25 instances – 12.5 % 
- Cluster 1 – 63 instances – 31.5 % 
- Cluster 2 – 80 instances – 40 %  
- Cluster 3 – 32 instances – 16 % 
The virtual representatives have the characteristics presented in table 1. 

Table 2. Cluster characteristics. 

Cluster ID nL nT avgW 
0 <10 <5 <0.3 
1 10 .... 50 5 ... 10 0.3 ...0.5 
2 50 ... 100 10 ... 20 0.5 ... 0.7 
3 >100 >20 >0.7 

When a learner with 15 loggings and 5 taken tests enters the e-Learning platform 
he is placed as belonging to cluster 1. For him, the target cluster is cluster 2.  

All concepts are taken into consideration for the virtual representative of cluster 1 
and for analyzed user. Table 2 presents the value of weights for some concepts. 

Table 3. Weights of concepts for a cluster representative and analyzed learner. 

Concept C1 C2 C3 
Representative of cluster 1 0.2 0.4 0.5 
Analyzed learner 0.1 0.1 0.2 

For a threshold value of 0.2 there are obtained concepts C2 and C2. These con-
cepts need more study and thus their associated document is presented as recommen-
dation. More than this, the associated quizzes are recommended for testing purposes.  

After the learning session all performer activities are saved into Experience 
learner repository. Each time the learner will log in the e-Learning environment his 
portfolio of actions is rebuild and the cluster to which the learner belongs is deter-
mined. 

Within the knowledge repository model the model is rebuild at certain intervals, 
for example 2 days. The newly obtained model represents a challenger model.  

The quality of the challenger model is determined by computing the likelihood of 
a test dataset. Measure of goodness-of-fit is determined by the logarithm of the likeli-
hood, or log-likelihood: and the larger this quantity, the better the model fits the data. 
Instead of using a single test set, it is also possible to compute a cross validation esti-
mate of the log-likelihood. For our instances the value of the log-likelihood is -2.4 
which  represent  a  promising  result  in the sense that instances (in our case students)  
may be clustered in four disjoint clusters based on their used features. 

Validation of results produces the final clusters that implement the model. The 
validation procedure has two main outcomes: firstly it proves the correctness of re-
sults for current dataset and gives an idea of how the model will perform on new data. 

Classification using Bayes technique was also used for obtaining recommenda-
tions  
regarding assets (e.g. documents, quizzes) that need more attention. For each resource 
there was computed a context in which a label is defined. The features that describe 
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an instance are nT – number of tests, avgW – average weight of taken tests and fG – 
final grade. Table 3 presents few sample contexts. 

Table 4. Sample resource features and tag. 

id nT avgW fG tag 
0 5 0.3 4 yes 
1 10 0.5 5 yes 
2 60 0.7 8 no 
3 65 0.76 7 no 

In table 4 may be seen that for resource 1 there were taken 10 tests with an aver-
age weight of 0.5. The final grade was five and thus the recommendation is yes. All 
these data represent the training data for the Naive Bayes classifier that will be used 
for determining what resourced may be recommended. 

The performance of the model was evaluated by using 10-fold cross validation 
technique. The results are presented as percentage of correctly classified instances 
(78.71%) and incorrectly classified instances (21.19%) and confusion matrix. 

Whenever needed, the learner may issue a request for advice. All his performed 
activities regarding activities are taken into consideration and the classifier is run such 
that a label in created for each resource. Resources that are labelled with yes are rec-
ommended to the learner as needing further study. 

When a learner enters the platform, he will automatically be clustered and, thus, 
the next clustered with higher value of average coverage is determined. If there is no 
better cluster, than the clustering process will be performed for the students that be-
long to the very same cluster, thus obtaining new clusters. 
The procedure that determines the advice is: 

procedure DetermineAdvice(Learner l,Collection collection) 
{ 
  K = classifyLearner (l, collection); 
  T = determineTargetCluster (K, collection); 
  for (int s=0; s < NC; s++) { 
    switch distance( coverage(cs, K), coverage(cs, T) )  
    case “veryLow”: return NO_ADVICE; 
    case “low” : return NEED_EXAMPLE;  
    case “avg” : return NEED_DETAILED_DESCRIPTION; 
    case “high”: return NEED_OVERVIEW; 
  }//end for 
}//end procedure 

The above procedure determines the advice for a learner l having already computed a 
collection of clusters named collection. Firstly, it is determined the cluster K to which 
the learner l belongs. Cluster K is one of the clusters produced by the clustering proc-
ess. Than it is determined the target cluster T. This is the cluster with higher weight 
coverage than K. Once clusters K and T are determined each concept is taken into 
consideration. NC represents the number of concepts and s is iterator. For each con-
cept it is computed the distance between the values of coverage for concept cs in both 
K and T clusters. If the distance is very low than any advice is issued. If the distance 
is low than it seems the learner needs to make small progress in understanding that 
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concept. That is why, he just needs to access the examples document that is assigned 
to that concept. If the distance is average than it seems the learner needs to make more 
progress in understanding that concept. In this situation the learner is advised to study 
the detailed description document that is assigned to that concept. If the distance is 
high we may say that learner has no knowledge regarding the discussed concept. In 
this situation the advice is to start studying the concept overview. 

The distance function makes intensive usage of concept maps. The concept maps 
are used for computing the quantity of knowledge a learner has accumulated at a 
certain moment in time. The concept map is a graph where nodes are represented by 
concepts. Once a user has activity and he has answered tests questions there may be 
computed the weight of the graph which represents the quantity of accumulated 
knowledge. Thus, for a cluster of learners there may be determined a representative 
learner (which is a virtual learner) whose level of accumulated knowledge represents 
the average of accumulated knowledge for all learners that belong to that luster. In 
this manner, there might be determined a representative learner for all cluster and 
thus, an Euclidian distance may be defined. 

Once the advising process is finished the user is invited to have spent some time 
for actually following the received advice. Once this is accomplished, the testing 
activities may resume. All performed activities are again monitored and saved along 
with older ones. Whenever the learner seems its appropriate he may ask again for 
advice. At this point, the learner is clustered again. This means he is placed in one of 
the existing clusters. Determining the advice will follow the same procedure. Hope-
fully, due to previous advice, the learner is in a “better” cluster and thus the advices 
are more oriented towards examples. If this is not the situation it means that the 
learner has not progressed in improving his knowledge coverage of the concepts and 
thus advices regarding a better reading of the overview document are issued. 

The analysis process has the goal of determining clusters of users/students based 
on their activity. Each user represents an instance for the clustering process and is 
represented by a set of parameters. The obtained clusters are used for classifying 
students. A student may be “moved” from one cluster to a “better” one by determin-
ing the concepts that are not covered well. This is done by a weight function that 
computes a generic weight, which is representative for that cluster. In this way, clus-
ters may be “ordered” and a Euclidian function may be defined.  

The clustering process is used for putting together students with the similar activi-
ty. The activity is represented by performed actions of learners within the e-Learning 
environment. Once clusters are created there is used a weight function for computing 
the representative learner for each cluster. The procedure will recommend concepts 
based on the distance function presented further in this section.  

Firstly, the parameters that represent a learner and their possible values must be 
defined. For this study the parameters are: nLogings – the number of entries on the e-
Learning platform; nTests – the number of tests taken by the learner; noOfSentMes-
sages – the number of sent messages to professors; chapterCoverage – the weighted 
chapter coverage from the testing activities. Their computed values a scaled to one of 
the following possibilities: VF – very few, F – few, A – average, M – many, VM – 
very many. The number of attributes and their meaning has a great importance for the 
whole process since irrelevant attributes may degrade classification performance in 
sense of relevance. On the other hand, the more attributes we have the more time the 
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algorithm will take to produce a result. Domain knowledge and of course common 
sense are crucial assets for obtaining relevant results. 

After the parameters have been named they are computed for each learner that 
participates in the study. In Figure 3 this step is named Feature Selection and produc-
es the Data for process. Data is represented by the whole history of all users that may 
be found in relations of the database (e.g., activity, exam results, test results, messag-
es, etc.) and in semi structured log files. The Feature Selection will produce the set of 
instances (sometimes called points) that will represent the input for Clustering Algo-
rithm Selection. Depending on algorithm a number of clusters is obtained each in-
stance being assigned to one or more clusters. 

In the next paragraphs there will be described in detail the whole process of know-
ledge discovery. Everything starts with the data from the database of the e-Learning 
platform. 

The database of the platform contains 21 relations. Among the most important 
ones are: user, role, userrole, usersections, sections, questions, testquestions, exam-
questions, testresults, examresults, messages and activity. 

The preparation gets data from the database and puts it into a form ready for 
processing of the model. Since the processing is done using custom implementation, 
the output of preparation step is in the form of an arff file. Under these circumstances, 
we have developed an offline Java application that queries the platform’s database 
and crates the input data file called activity.arff. This process is automated and is 
driven by a property file where there is specified what data/attributes will lay in activ-
ity.arff file. 

For a student in our platform we may have a very large number of attributes. Still, 
in our procedure we use only four: the number of logings, the number of taken tests, 
the number of sent messages and the weighted chapter coverage from the testing ac-
tivities. Here is how the arff file looks like: 
- @relation activity 
- @attribute nLogings {VF, F, A, M, VM} 
- @attribute nTests {VF, F, A, M, VM} 
- @attribute noOfSentMessages {VF, F, A, M, VM} 
- @attribute chapterCoverage {VF, F, A, M, VM} 
- @data 
- VF, F, A, A,  
- F, A, M, VM,  
- A, M, VM, A, V,  
- VM, A, VM, M,  
 

As it can be seen from the definition of the attributes, each of them has a set of five 
nominal values from which only one may be assigned. The values of the attributes are 
computed for each student that participates in the study and are set in the @data sec-
tion of the file. For example, the first line says that the student logged in very few 
times, took few tests, sent an average number of messages to professors and had aver-
age chapter coverage. 

In order to obtain relevant results, we pruned noisy data. We considered that stu-
dents for which the number of logings, the number of taken tests or the number of 
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sent messages is zero are not interesting for our study and degrade performance; this 
is the reason why all such records were deleted.  

With this step, we actually accomplished the Feature Selection step from the clus-
tering process. Now we are ready for running the k-Means clustering algorithm. 

Running the EM algorithm from Weka [14] package created three clusters. The 
procedure clustered 91 instances (34%) in cluster A, 42 instances (16%) in cluster B 
and 135 instances (50%) in cluster C. The following table shows in which cluster the 
instances belong after running the EM algorithm. 

Table 6. Distribution of instances after EM algorithm. 

Instance Cluster A Cluster B Cluster C 
1 1 0 0 
2 1 0 0 
3 0 1 0 
… … … … 
268 0 0 1 

Figure 6 presents the distribution of instances after running EM algorithm, with 
centroids marked. The figure is generated by plotting each student as a black dot.  

The algorithm has O(n) time complexity, where n is the number of instances in the 
dataset. In the performed experiments, we observed that the number of clusters has no 
importance regarding algorithm’s complexity. 

 

 
Fig. 6. Distribution of instances after k-Means algorithm with centroids. 

The model validation is accomplished by computing the likelihood  of a set of test 
data given the model. Weka measures goodness-of-fit by the logarithm of the likelih-
ood, or log-likelihood: and the larger this quantity, the better the model fits the data. 
Instead of using a single test set, it is also possible to compute a cross validation esti-
mate of the log-likelihood. For our instances the value of the log-likelihood is -
2.61092, which represents a promising result in the sense that instances (in our case 
students) may be classified in three disjoint clusters based on their activity. 

When a learner enters the platform, he will automatically be clustered and, thus, 
the next clustered with higher value of average coverage is determined. If there is no 
better cluster, than the clustering process will be performed for the students that be-
long to the very same cluster, thus obtaining new clusters. 
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8 Software Architecture of Intelligent Recommender System (IRS) 

One of the key issues in making the above presented shift a real success resides in the 
ability to design a custom knowledge representation model. Therefore, new know-
ledge management technologies are needed to prove the effectiveness of modern e-
Learning environments. 

Custom knowledge representation will enable designing context-aware environ-
ments and therefore create the premises for shifting towards intelligent e-Learning 
environments.  

The benefits of such approach regard helping professors to prepare high quality e-
Learning content. Learners will benefit by being able to access needed learning ma-
terial such that their knowledge level will optimally increase. 

This section presents the architecture of the system that will manage and use the 
custom knowledge representation model. 
The main components that make up the system are: 
Central Business Logic Module – this module contains the logic for accessing the e-
Learning infrastructure and for sending queries and receiving responses from the 
Knowledge Miner Module. It also represents the main entry point into the system. 
Here is gathered the general operation logic. 
Experience Repository Module – this module gathers in a structured format all the 
data regarding the actions that were performed by learners. 
Knowledge Model Repository – this module manages the current knowledge model 
representation. This model is used whenever the intelligent character of an action is 
needed. 
Knowledge Miner Module - this module gathers the business logic for querying the 
knowledge model repository. 
e-Learning Infrastructure Module – this module represents the classical view of an 
e-Learning environment. 
The proper operation of central business logic module and experience repository 
module is driven by an experience properties file. This file contains the definitions of 
the actions that are to be logged as experience during the operation of the system. 

Knowledge model repository functionality is managed by a properties file which 
specifies the employed technique for building the model. This properties file has as 
input the properties file that sets up the experience repository module. 

 
Fig. 7. System’s architecture. 
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Knowledge miner module runs according with the specifications set up by the data 
analyst. The specifications regard the specific educational goals required by the ad-
ministrators of the e-Learning environment. 

E-learning infrastructure represents the classical view of an e-Learning system. It 
gathers all the assets managed by e-learning environment: users (e.g. learners, profes-
sors, and administrators), disciplines, chapters, course documents, quizzes. It also 
embeds the needed functionalities for proper running, like security, course download-
ing, communication, testing or examination. 

Central business logic module along with e-Learning infrastructure represents the 
classical structure of an e-Learning environment. Experience repository module, 
knowledge model repository and knowledge miner module may be regarded as an 
intelligent component that runs along the e-Learning environment in order to enhance 
it. 

9 Conclusions and Future Work 

We have created a procedure of data analysis, which may be used for improving the 
level of acquired knowledge of a student. 

An e-Learning platform has been set up such that a set of students may study a 
discipline that is well structured. This means that the discipline is divided into chap-
ters and that each chapter has assigned a concept map. More than this, each concept 
defined in the concept map has assigned a set of documents and a set of quizzes. The 
documents that are assigned are: overview, detailed description and examples. 

The experiment is performed on 268 students that used Tesys e-Learning platform. 
The platform on which the study may be performed needs built-in capabilities of 

monitoring activities performed by learners. The business goal of the platform is to 
give students the possibility to download course materials, take tests or sustain final 
examinations and communicate with all involved parties. To accomplish this, four 
different roles were defined for the platform: sysadmin, secretary, professor and stu-
dent.   

The process’s goal is improve the level of acquired level by custom advising re-
garding the concepts that need further attention. An off-line application was devel-
oped for creating the input data files that are analyzed. Data analysis is done using k-
Means clustering algorithm. The main goal of the procedure is to create clusters of 
students based on their recorded activity.  

For k-Means clustering we have computed determined three clusters. The obtained 
validation values of log- likelihood show a success in clustering users.  

Cross-validation technique proved that obtained models may perform in the same 
manner on new data. The obtained results show that using k-Means algorithm pro-
vides sound results. 

The experiment proves that machine learning algorithms and concept maps may 
be successfully used for improving quality of learning. Still, further refines of the 
procedure may be needed. Improvement in structuring the discipline regards obtaining 
more adequate concept maps. 

Improvement regarding the analysis process may be done using different strate-
gies. Different data source may be considered. Different clustering procedures or even 
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different machine learning algorithms may also be considered. Having this in mind, 
different goals may be taken into consideration. 

Learner’s characterization may have a predictive value in the sense that, from the 
activities a student has made there, conclusions about his learning proficiency might 
be pulled out. On the other hand, platform’s characterization may have as the result an 
estimation of the capability of an e-learning system to grade and order students ac-
cording to their accumulated knowledge. This analysis is critical for having as a con-
clusion that a system can support generalized tests. 

Further experiments need to be run with data obtained from the same platform se-
tup (same disciplines, test and exam questions, etc.) but with other students. In future 
we will try to follow the same analysis process with data from other platforms. 

This business logic of generating advice considers that target cluster the cluster 
with next immediate higher concept coverage. A good study may be done by always 
considering as target cluster the cluster with best coverage results. This means that the 
learner is in a position to have a more rapid learning curve. 

The main drawback of the approach proposed in the study regards the complexity 
of the procedure itself. The main steps (1) data collection, (2) data filtering (3) feature 
selection (4) running the algorithms and (5) having and interpreting results represent a 
distinct process that needs custom setting. Automation of the process and integration 
within an e-Learning platform is the final goal. 
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Abstract. This paper describes a new framework which is featured by integrat-
ing two well-known system modeling methods namely model driven approach 
and service-oriented architecture to facilitate web service development and to 
effectively satisfy a group of service consumers’ subjective requirements and 
dynamic preferences. These models can be combined at different levels and 
configured into heterogeneous structures to form various building blocks for 
development of service-oriented applications. A case study is used to illustrate 
how to systematically use our proposed framework to construct a smart service-
oriented environment system for effective energy management. 

1 Introduction 

Service-oriented computing has become an important trend in IT development. Espe-
cially, the recent convergence of ubiquitous computing and context-aware computing 
in an attempt to integrate numerous types of sensors, heterogeneous communication 
protocols, and programming languages to produce an effective and efficient solution 
to the design of a distributed smart environment has seen as a considerable challenge. 
A number of methods, frameworks and tools to design a smart environment using 
service oriented approach have been proposed in the past [1][2][3]. In general, the 
aim of these systems is to maximize users’ comfort level, and minimize the cost of 
software design, code implementation, application installation, and system mainte-
nance. The communications and interactions among sensors, objects, and human 
participants are inherently complex, as they involve different protocols and languages. 
It can be viewed as configuration problem that requires various components to work 
together in cooperative and coordinated manner in order to produce an optimised 
environment to meet the system requirements. Service-Oriented Architecture (SOA), 
which offers a way to take sensors, objects, participants as services, can provide an 
effective approach to improve their communication and coordination, so the human 



participants can effectively interact with the system and offer their opinions and pref-
erences through a coherent technology. 

A web service can be invoked and executed by a number of consumers simulta-
neously. Most service discovery and recommending systems recommend a list of 
services according to the functional or non-functional requirements given by service 
consumer. Thus, the service consumer can choose the best fit based on a set of criteria. 
This kind of cases areis based on an assumption that is the cardinality between an 
instance of service and a service consumer is built upon one to one relationship. 
However, in some cases such as smart environment, an instance of a service needs to 
serve a number of consumers. In other words, an instance of a service needs to meet 
various requirements specified by different service consumers. It does not only satisfy 
one consumer’s needs, but also of most consumers. It, however, can be very difficult 
when conflicting requirements occur. In order to address the above issue, services 
should be able to conduct self-adjusting and self-organizing to meet the requirements 
or preferences given by most consumers along with changing environments. 

Hence it is important that the design of service should consider the user prefer-
ences. The configuration or composition of services should also take the environ-
mental factors into account. So the system needs to adapt to environment changes by 
adjusting or configuring its services dynamically in accordance with the data sent by 
sensors. For example, the staffs in one office use a collection of the same devices or 
functions provided by the system. Each function is intended as a service such as light 
service, air condition service, heating service, and ventilation service, etc. Service 
consumers could have different preferences or requirements on the services such as 
room temperature. Some users may subjectively feel hot for the current room tem-
perature, but some may feel cool or comfortable. How to set the temperature for air 
condition/heating service according to these consumers’ preferences can be a chal-
lenging issue. Existing research works in the context-aware system do not sufficiently 
address this issue. To increase interoperability among these autonomous services is 
required, so these services need to have well-defined interfaces and functions. The 
context-aware system would encompass the capacities such as group consensus 
reaching mechanism and service self-organizing mechanism to improve system 
adaptability. 

In this study, we design an intelligent context-aware service system based on Ser-
vice Component Architecture (SCA) and Model Driven Approach (MDA). It com-
bines these two methods to build a  ubiquitous computing environment. The goal of 
this framework or system is  not only to effectively integrate sensors and services but 
it also provides a systematic and adaptive approach to construct services in a dynamic 
environment. 

The remainder of the paper is organized as follows. In Section 2 the awareness 
management process is outlined along with the basic notions required to model the 
problem domain.  Section 3 discusses a SOA platform. We identify the basic services 
and briefly discuss the basic components of the platform. Then we present an exam-
ple to illustrate how smart service in an environment involving human users can be 
used to capture and convey information. Finally we conclude the paper. 
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2 Related Works 

In this section, we review some existing studies and research work in relation to SOA 
standards and middleware.  

Although  smart home and smart office concept have recently attracted a great at-
tentions from research community and industry in Europe and United States, a num-
ber of Smart Home projects within the past few years [4], [5], [6] have been carried 
out. Also, AT&T Laboratories at Cambridge [7] built a dense network of location 
sensors to maintain a location model shared between users and computing entities. 
Microsoft’s EasyLiving [8] focuses on a smart space that is aware of users’ presence 
and automatically adjusts environment settings to suit their needs. More recently, 
Hewlett Packard’s CoolTown [9] provides physical entities with “Web presence” and 
allows the users to navigate from the physical world to the Web virtual environment 
by picking up links to Web resources using various sensing technologies. These 
projects have provided great insight into smart building and environment, but we are 
particularly interested in three different issues of these technologies, namely service 
selection,  consensus formulation method and  service modeling.  

2.1 Web Services  

Many researchers have focused on  approaches or methods on improving service 
discovery protocols [10][11][12][13][14] to increase accuracy in service discovery 
and selection. One of the most widely used protocols for publishing service is Uni-
versal Description, Discovery and Integration (UDDI) that includes service registry 
with explicit specifications to enable service advertisement. In our previous studies on 
the UDDI specification [15], we use the tModel to represent the QoS for web services 
composition. After that, several researchers have designed the semantic query me-
chanism into UDDI registry, and mapping RDFS upper concepts to UDDI data model 
to increase the precision in service selection such as [16] [17] [18]. 

Services can be classified into atomic or composite [19] services. An atomic ser-
vice is a basic unit which cannot be decomposed further. A composite service is made 
of a collection of existing services which can be atomic or composite. Many research 
works on service composition have used workflow-based approach, Artificial Intelli-
gence (AI) planning, and other modeling methodologies to compose services. In the 
workflow-based composition methods, [20] proposed composite service definition 
language (CSDL) to reform the flow. They used a static work flow generation in their 
proposed platform. Some researchers presented  Semantic Web Service composition 
method based on Model-Driven Architecture (MDA) [20] [22], [23] [25], and UML 
[21]. These composite services are specified using standard UML model to generate 
specifications and to produce applications using MDA concepts.  

2.2 Consensus Forming Methods 

Decision making is one of the most complicated administrative processes in manage-
ment. In a decision-making process, decision makers may encounter multiple criteria 
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for evaluation. Therefore, Multiple Criteria Decision Making (MCDM) is one of the 
most well known branches in decision making. MCDM can be divided into two cate-
gories: MODM and MADM. A further discussion about MODM and MADM can be 
found in Yoon and Hwang [26][27].  MADM has been widely used by decision mak-
ers in management processes to evaluate and rank possible alternatives.  

In a decision making processes, a group of decision makers could be involved and 
it is called Group Decision Making (GDM), so the all members’ options or prefe-
rences have to be considered. Most of the GDM problems have strategic dimensions 
and can be complicated due to their multi-criteria framework involving many subjec-
tive and quantitative factors. Optimal utilization of the time and resources is a key 
element sought by many GDM methods. Various researchers have focused their ef-
forts on increasing the ability of making quality group decisions[28, 29, 30, 31, 32, 
33, 34, 35, 36, 37].  

An effective web service discovery mechanism should be able to search and as-
sess services based on their QoS and service contents as well as users’ requirements. 
The service assessment or selection often involves multi-criteria decision-making 
process [38]. So, the GDM is applicable to service selection when the service con-
sumers have inconsistent or conflicting requirements, as it can be considered as a 
reasoning process for reaching group consensus on their requirements for web service 
selection.  

2.3 Web Service Modeling Methodology 

There are several ways to compose services at the design time. Model-driven Archi-
tecture (MDA) [39] is a software architecture framework proposed by the Object 
Management Group (OMG). MDA consists of a set of standards that assist the system 
in creation, implementation, evolution and deployment. The key technologies of 
MDA are Unified Modelling Language (UML), Meta-Object Facility (MOF), XML 
Meta-Data Interchange (XMI) and Common Warehouse Metamodel (CWM). 

MDA emphasized the importance of modeling for the software architecture design. 
MDA suggests a three-layered approach. The Computation Independent Model (CIM) 
describes a system from the computation-independent point of view to address struc-
tural aspects of the system. The Platform Independent Model (PIM) defines a system 
in terms of a technology-neutral virtual machine or a computational abstraction. The 
Platform Specific Model (PSM) consists of a platform model that captures the tech-
nical platform concepts and a model geared towards the implementation technique. 
The lifecycle of MDA development is shown as Fig. 1. 

In [40], context-awareness is an essential aspect for service utilization, especially 
when frequent interactions take place between users and environments. In this paper, 
a solution for developing context-aware web services applications is proposed. The 
methodology includes a model driven approach to separate the web application func-
tionality development from the context adaptation at the development phases (analy-
sis, design, and implementation). In essence, context adaptation takes place on top of 
the web application business functionality to facilitate system evolution.  
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Fig. 1. Lifecycle of MDA Developemnt. 

3 Design Framework 

Model-Driven Architecture (MDA) is a well-developed concept for software design 
modeling and implementation. The meta-model plays an important role in MDA. 
Also, Meta Object Facility (MOF) is the kernel of transformation between different 
MOF layers. The Unify Modeling Language (UML) is the most widely used in soft-
ware engineering. The key task of UML modeling is to identify the class, attribute, 
operation, and their relations. A class might inherit from another class. Moreover, a  
class can also have many functions which are  called operation or method. Therefore, 
the design concept is not fully applicable to Service-Oriented applications because 
services are loosely coupled operations or functions and there is no inheritance prop-
erty and internal facility to store states in services.  

Hence, in this work, we proposed an agile SOA modeling methodology which 
combines MDA and Service-Oriented modeling methods. The main goal is not only 
to speed up the intelligent system development according to the SOA principles, but 
also be able to identify group consensus on service’s QoS requirement and contents in 
order to maximize their users’ satisfaction. In SOA, a required function can possibly 
be satisfied by multiple services. Therefore, the process of service selection and dis-
covery needs to consider functional as well as non-functional (i.e QoS) requirements. 
The characteristic of our proposed methodology allows the services to have ability of 
self-adjustment in the process of composition in line with  emerging requirements or 
environment states.  

3.1 Overview 

There are four kinds of models in MDA. During initial phase, the business analyst 
analyzes the user requirement in CIM. Next, the PIM based on the outcomes derived 
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from the previous phase to define the functionalities, the structure, and the behavior 
of a system. The PSM focuses more on implementation and  execution platform 
which could be a specific   programming language or database. 

In our propose framework, we distinguish two types of requirements which are 
functional requirement and comfort requirement in initial phase. After  analysis phase, 
the users can use any tools or modeling language which they are familiar with to 
model the ststem. Here, we adopt the service-oriented modeling framework (SMOF) 
as a  modeling framework. In  PIM to PSM phases, we use  Service Component Ar-
chitecture (SCA) as  transforming methodology. Also in  PSM phase, we use the 
Service Data Object (SDO) to manipulate the connection between application and the 
database. Our proposed framework is based on MDA that includes SPEF and MOF. 
The overall architecture is shown in Fig. 2. 

 
Fig. 2. Life-cycle of our proposed MDA service-oriented approach. 

Adopting our proposed methodology to design context-aware systems has the follow-
ing advantages: 
(1) Services-Oriented Modeling: It can reduce the deficiency of object-oriented mod-
eling in service-oriented applications, as UML meta-model cannot provide the neces-
sary support. In service-oriented environment, software and hardware can be 
represented as services. Services are more transparent and loose coupled, which con-
tain a collection of independent functions or operations as compared to objects. Ob-
jects heavily reply on their interdependencies and their internal states to operate. 
(2) Autonomous Behavior: A context-aware system based on SOA possesses abilities 
such as autonomous adjustment, autonomous management, and autonomous deploy-
ment to satisfy diverse requirements from multi-user. The group consensus approach 
collects the preferences from the users and reason over them to provide a basis for 
system self-adjustment in order to meet the majority of users’ requirements. 
(3) Annotating sensor data with semantics: Sensor data could be value of temperature, 
humidity or an expression representing other conditions, but this data could imply a 
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condition such as light brightness or weather. The sensor devices and their sensed 
data can be grouped together to become services and annotated with semantics for 
reasoning. 
(4) Information Streams Fusion and resource description: The resource including data, 
services, computation resource, and device profile will be described explicitly with 
their location and characteristics. This can benefit locating, allocating and re-
deploying resources. 

3.2 Top-down Modeling Analysis 

Our proposed Model Driven Service-Oriented Approach (MDSOA) provides a top-
down modeling analysis method. As mentioned above, we combine MDA concepts in 
the software design and system implementation with web services. The requirements 
can be separated into two types: functional requirement, and comfort requirement. 
Functional requirement defines scale, quantity, and function of all hardware and 
software. For example, the number of lights, air-condition units, dehumidifier or 
heater, etc. The comfort requirement is related to users’ preferences which are about  
QoS.  

The requirements collected from the previous CIM phase lay the foundation for 
modeling the required services. An analyst can use any modeling language such as 
UML to model the requirements. Because some of the service-oriented features can-
not be satisfied with UML, it requires another modeling language to specify service 
flows, service relations, and service capabilities. Hence, we adopt Service-Oriented 
Modeling Framework (SOMF) [41] in the PIM phase. SOMF is a discipline of mod-
eling business functions and system behaviors based on services. 

 

 
Fig. 3. MDA Mapping Architecture of Top-Down Modeling Analysis. 

In PSM phase, the main task is to draw SCA diagram and obtain a system meta-
model. After that, the SDO (Service Data Object) and ESB (Enterprise Service Bus) 
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can connect to database and bind services together. SDO aims to provide a consistent 
means of handling data within applications, regardless of its source and format. It 
provides a unified way of handling data of databases and services. ESB is used to 
integrate applications, coordinate resources, and manipulate information. The pro-
posed architecture is depicted in Fig. 3. 

3.3 Button-up Assembling Analysis 

From the top-down modeling analysis, we can analyze the system development life 
cycle from abstraction stage to implementation. However, the system should be 
adaptable and self-manageable according to changes occurring in the environment, so 
it is able to take the users’ feedbacks and environment changes for system adaption. 
Hence, we proposed a bottom-up analysis to increase the system’s capability in adap-
tion to the environment.  

We adopt the SCA assembly model which deals with the aggregation of compo-
nents and their linkages. The assembly model is independent of implementation lan-
guage. SCA is a set of specifications which is used to build applications and systems 
by deploying new service and composing existing components. SCA does not only 
extend and complement prior approaches to implementing services, but also provide a 
programming model for building applications and systems based on a SOA. 

 
Fig. 4. Bottom-Up Assembling. 

The business functions are supported by a series of services which are assembled 
together to support a particular operational need. The assembly model deals with the 
aggregation of components and the linking of the components. These services run on 
the server containers. A service inventory includes a number of server containers. 

4 Examples 

In this section, we will demonstrate how MDA and SCA approach can be used to 
develop smart building services for building energy management system. Further-
more, we adopted TOPSIS to resolve conflicts in group decisions.  

4.1 Architecture 

In  the proposed smart office system, each device has a unique ID and it provides spe- 
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cific service. For example, the motion sensor detects object movement within its 
designated range. The temperature sensor measures temperature and humidity. These 
sensors can be considered as an atomic service. All the service descriptions in smart 
office can be stored in a registry. The overall architecture is shown as Fig 5. 
 

 
Fig. 5. System architecture. 

(1) Services Repository. The aim of semantic web service is to locate services auto-
matically based on the functionalities provided by the web services. These services 
are registered in a service repository which is UDDI. Therefore, we use the JUDDI to 
build UDDI environment which provides Business Entities, Service Entities, Binding 
Templates, and tModels to represent the business details and its services. Services 
registered with in JUDDI can be searched by name, location, business, bindings or 
tModels. 
(2) Consensus Service. We design a consensus service which is based on the TOPSIS 
method to reason over a group of users’ preferences to identify their potential agree-
ments. These preferences can be very subjective and inconsistent and they could be 
represented in different ways. The preferences can be associated with uncertainty, 
fuzziness, and incompleteness. The consensus service is able to identify common 
requests from the majority of users and made recommendations to the device service 
to adjust the devices such as the light or air-condition services. 
(3) Service Execution Engine. Service Execution Engine (SEE) provides a run time 
environment for service binding and execution. We use an open source system, Tus-
cany, which is an Enterprise Service Bus (ESB) for our SEE. SEE is not only a web 
server container but also can forward the message to other web services accordingly 
which are deployed on the other server. For achieving goal of service execution, we 
use the Synapse, which is an open source project as a routing server on Apache web 
server. Synapse provides a simple, lightweight and fully open source SOA infrastruc-
ture to assemble and manage composite applications as well as route messages. Syn-
apse supports HTTP, SOAP, SMTP, JMS, FTP and file system transport for message 
exchange using XSLS, XPath and XQuery to bind the web services. Fig 6 shows the 
service execution engine architecture. 
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Fig. 6. Service Execution Engine architecture. 

(4) Rule Database. The rule database is used to store the expert rules and user prefe-
rences. Moreover, we used a tool kit, FuzzyJ, as the fuzzy inference engine in our  
prototype system. The inference engine contains essential pre-defined knowledge for 
interpreting and classifying the information e.g., Very Cold, Normal, Warm, Hot, 
Very Hot. It consists of primitive and composite fuzzy terms, modifier and quantifica-
tion of fuzzy terms, and fuzzy rules. Primitive terms are a set of atomic terms that 
represent a collection of raw data collecting by service broker. 
(5) Sensor Services. The sensor device is associated with a sensor service which col-
lects and senses the environmental parameters. Sensor service transmits the sensor 
data to service execution engine. The description of service is represented in RDF. 
The sensor data in stored in XML format can be parsed consistently by other services. 

4.2 Module Design 

The prototype system is a smart office system and it is designed by following SCA 
principles. We designed several composite services which are called SensorCompo-
site, InferenceComposite, UserOpionComposite, ConsensusComposite and Device-
Composite. The SensorComposite is composed of several components which include 
FireSensorComponent, SmogSensorComponent, VoiceSensorComponent, Move-
mentSensorComponent, TemperatureSensorComponentand BrightnessSensorCom-
ponent. The SensorComposite is responsible for all kinds of sensor services. All sen-
sor data is transmit to InferenceComposite to evaluate whether the change of the 
device parameters such as brightness of light is necessary or not. Another important 
mechanism is related to handling the group preferences. The UserOpinionComposite 
is used to collect users’ preferences. The feedbacks and preferences from users are 
sent to ConsesusComposite to calculate and obtain their consensus if there is any. The 
result of group consensus is then sent to the DeviceComposite. 

The DeviceComposite would also receive the sensor data and preferences from 
sensors and users. All the data and signals are stored in XML-format file. We model 
these composite services by using SCA diagram which is shown in Fig. 7. 

The system gathers environment related data to generate appropriate information 
for use. For example, a user may leave his seat, and move to conference room. The 
motion detection sensor would sense the situation, and the light will be turn off. The 
patterns of interactions among these appliances and their controls can be driven by 
analyzing sensor data. Thus, the detailed workflow design or relationship between user 
and appliance are not necessary to be prescribed at design time. Hence, the proposed 
framework includes a SCA approach which consists of service-oriented modeling and 
assembling mechanism. Sensor and intelligent mechanisms can be considered as ser-
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vices. It can not only activate component automatically, but also improve the service 
capability on semantic interpretation and to reuse the existing service to build new 
composite services to meet new requests.  

 
Fig. 7. Service Composite based on SCA. 

4.3 Implementation Details 

We use a sequence diagram to help readers understand how services are activated and 
adjusted to meet users’ requirements. The system has sensors to detect brightness, 
voice and temperature and the corresponding devices to control them. The sensor ser-
vice transmits the sensor data to ESB. The ESB binds the inference service with rules 
to reason over data and pass the outcomes to the device services. The device services 
control and adjust the devices by giving appropriate commands and parameters (such 
as dimmable light and air-condition). 

 
Fig. 8. Sequence Diagram of service support the self-adjust between ESB and users. 
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If the users feel too hot or gloomy, they can make requests to adjust the light or air-
condition. These requests are collected and submitted to the consensus service. Since 
not every user wants to change the lighting or temperature and they may have conflict-
ing requests or preferences, the consensus service will reason over these data to pro-
duce the recommendations which satisfy most users’ preferences or requirements. If 
there is any change required in the environment, the device services will set new para-
meters and send commands to the device such as light and air-condition according to 
the recommendations. 

5 Discussion 

A number of research projects have been established in an attempt to solve the issues 
associated with context-aware systems. Although sensing and perceptual technologies 
have been increasingly recognized as key methods to develop smart environment, the 
main problem is that a group of users might have different requirements in the same 
space. Achieving context-awareness needs to take into account the variations present 
in the environment and users’ opinions. The system does not only analyze the system 
functional requirements, but also need to consider the users’ preferences. 

Combining SCA and MDA could provide an adaptive platform to develop an auto-
nomous adaptation system. The main characteristic of SCA is that it supports declara-
tive foundation which enables it to access and compose services of  diverse appliances. 
Thus a context-aware system can use semantic annotations to locate and bind services 
dynamically. 

6 Conclusions 

In this paper, we have demonstrated MDA approach along with SCA concept to de-
velop Service-Oriented applications. The appliances in the framework modeled as 
services are annotated with semantics to alleviate the difficulty in development. The 
composition mechanisms, message routing and data driven functions support the 
intelligent control between appliances and sensors. 

Our main contribution is a system modeling methodology which is based on 
MDA and SCA to facilitate the development of smart building energy management 
system which often involves complex activities and interactions among sensors, de-
vices and human users. Although sensors can control the devices, it needs to work 
cooperatively with other devices and human users. In a context-aware system with 
multiple users involved, it is important to develop a synchronous information stream 
and fusion. Our proposed Model Driven Service-Oriented approach provides a solu-
tion for developers to extend service features to accommodate existing devices or 
applications without rewriting them. 

This study presents an overview of MDA with emphasis on the application of smart 
office based on SCA framework which provides a mechanism to support necessary 
steps required for service composition. The developers can take advantage of these 
existing services and supporting functions to produce composite service for intelligent 
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control. A prototype of the proposed framework based on a number of existing hard-
ware such as Arduino and software such as Synapse, and Tuscany has been developed 
to test the feasibility of the proposed approach. Further development of the system by 
introducing more intelligent rules and repositories is needed.  
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Abstract. Automated and efficient energy management has many potential ben-
efits for producers and consumers of energy, and the environment. Focusing on
energy management on the consumer side, this paper considers two forms of en-
ergy management: minimizing energy usage in single households and avoiding
peaks in energy consumption in a larger area.
A combination of context aware and autonomic computing is used to describe
an automated and self-managing system that, by analyzing context information
and adapting to its environment, can learn the behavior of household occupants.
Based on this information, together with user defined policies, energy usage is
lowered by selectively powering down devices. By powering specific thermostat-
ically controlled devices on or off energy can also be redistributed over time. This
is utilized to avoid global peaks in energy usage.
The self-managing system reasons about context and other information and acts
when required. This information is the knowledge with which it can adaptively
reason, about to take to ensure efficient energy usage. This paper explores the
requirements that hold for representing this knowledge and how the knowledge
base can continuously and adaptively be updated: to be self-managing.

1 Introduction

Efficient energy management forms an important challenge in today’s society as con-
ventional energy sources become more and more scarce and more eco-friendly alterna-
tives are not yet evaluated at a large scale. Automated approaches to efficient energy
management are currently still limited and mostly used by large power consumers such
as factories [10, 16, 17], but with the advancement of the Smart Grid [2] and other re-
cent advancements in sensor networks [1, 19], such as cognitive networks [18], this
changes rapidly.

This paper addresses this challenge at two different, and possibly conflicting, levels:
(i) at the level of a single household, where the goal is to lower energy consumption and
(ii) at the level of group of households (a neighbourhood), where the goal is to lower
peak usage in energy consumption. In [15] a new approach based on autonomic and
context aware computing is introduced. This paper extends that approach. It explores



the requirements for an adaptive knowledge representation in the context of a home
energy management system. The system exploits sensor information to monitor electric
appliances and their surroundings. Based on this environmental information the status
of appliances is updated, influencing energy consumption.

The core of the home energy management system is formed by a rule based sys-
tem [5]. Such systems are typically very deterministic in nature, always producing
the same outcomes for the same input: a more dynamic approach is required for self-
management. Therefore, the main challenge addressed in this paper is the question how,
in the context of a home energy management system, a knowledge base can continu-
ously and adaptively be updated: to become self-managing.

The remainder of this paper is organized as follows: in the next section the ap-
proach introduced in [15] is summarized. Section 3 discusses requirements for the self-
managing home energy system and Section 4 outlines an approach to adaptive and
self-managing knowledge representation. The paper ends with a brief discussion and
conclusions.

2 An Autonomic and Context Aware Home Energy Management
System

A new green computing approach on the consumer side (demand side management) is
proposed in [15]. The proposed system considers two forms of energy management:
minimizing energy usage in single household and avoiding peaks in energy usage for a
larger residential area. A basic architecture is proposed to achieve this goal. A service
oriented framework, based on the complementary approaches of autonomic comput-
ing and context aware computing, is introduced. Context information is continuously
used to analyze the energy requirements of a household. Based on this information, the
home energy management system determines whether and how to influence the energy
consumption of individual devices. By selectively powering thermostatically controlled
devices –such as fridges, air conditioning units, electrical heating– on or off, energy
consumption is redistributed over time [12, 15] avoiding peaks in energy usage. Such
devices make up around 25% of the total energy consumption in the USA [9].

Residences of the household can add their own preferred energy usage profile. The
resulting service oriented framework reduces energy usage in households in an intel-
ligent and user friendly manner. Actual consumption can be analyzed with respect to
consumption constraints set by the system. If either consumption constraints are (close
to being) violated or user needs are unnecessarily high, then energy consumption should
be decreased and corresponding control actions need to be exercised on the appliances
of interest.

Fig. 1 illustrates the proposed architecture of the home energy management system.
The MAPE (monitor, analyze, plan, and execute) control loop from autonomic com-

puting [6] is adapted to be used to analyzing energy consumption of electrical appli-
ances. Considering a pool of electrical appliances that are instrumented to allow mon-
itoring and control. The monitoring consists of measuring the energy consumption of
these appliances. The measurements are fed to a control process (the Appliances Man-
agement Process or AMP in Fig. 1), which interprets these as the actual consumption,
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Fig. 1. The basic architecture of the home energy management system. Adapted from [15].

and compares the consumption with the consumption constraints (in the Decision Unit
in Fig. 1). If, as a result of this analysis, it is decided that control actions are needed,
an action plan is produced. The action plan is derived with an algorithm that considers
time-shifting of the active state of appliances. Subsequently, the plan is executed (in
the Action Performer in Fig. 1) by performing the indicated control actions on the se-
lected appliances. Figure 1 illustrates the application of the MAPE control loop in the
top of the figure. The Decision Unit, which forms the focus of this paper (see Fig. 1) is
discussed in detail in Section 4.

With regard to analyzing consumer needs, the event-control-action (ECA) pattern
from context-aware computing [4] is used. Figure 1 illustrates the application of the
ECA pattern at the bottom of the figure. The environment of the appliances is con-
sidered. It is assumed that this environment is instrumented with sensors that are able
to measure relevant conditions. For example, measurements may be used to determine
context changes or situations, such as the presence of one or more persons in the house
or in a particular room, the activity mode (sitting, walking, sleeping) of a person, or a
person entering or leaving the house. Context situations and changes can generally not
be directly or reliably measured by a single sensor. A context management process (the
CMP in Fig. 1) is responsible for producing events that indicate the occurrence of a
context situation or change, based on reasoning which potentially involves sensor data
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from several sources. Events are fed to a control process, which applies them in rules
to determine actions related to perceived needs. For example, if nobody is in the house,
a rule may establish the action to set the preferred value of the heating at 15 degrees
Celsius. Whether the actions are really required depends on the supported needs. For
example, if the preferred value of the heating is already set to 15 degrees Celsius, no ac-
tion is needed. The comparison of the perceived and supported needs leads to an action
plan, which, if not empty, is subsequently executed by performing the indicated control
actions on the selected appliances.

A service-orientated architecture (SOA) is used to implement the approaches out-
lined above, see [15] for more details.

3 Requirements for Knowledge Representation

The high level goal of the energy management system is twofold: On the one hand, on
the household level, the system should minimize the total energy consumption of the
household, within fixed boundaries set by the household owner. On the other hand, on
the neighborhood level, the system should minimize fluctuations in energy demand, i.e.,
keep the energy consumption of the whole neighborhood as constant as possible. Note
that these goals can be conflicting. Energy providers can prioritise one over the other
by providing (monetary) incentives. The energy management system’s high level goals
provide the first system’s requirement:

1. the system should be flexible enough to optimize either of the two high-level goals
of the system: minimize local energy consumption or minimize global fluctuations
in energy consumption

Moreover, the system needs to be highly adaptive, in particular:

2. the system should be able to adapt its behavior at runtime and change the high-level
goal, depending on input from the environment

Finally, users should be able to customize the systems to their specific needs, setting
limits to the adaptive behavior of the system:

3. users, i.e., home owners, should be able to customize the system to their specific
needs.

Note that the last requirement is the most important one. This can potentially limit the
adaptive behavior of the systems. However, it is crucial that users should be able to
override the energy management system, even if this means that, for example, the air
condition is set to maximum in each room. No users will allow a fully autonomous
system to manage their energy usage. This issue is discussed further in Section 5.
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Fig. 2. The decision unit from Fig. 1.

4 Towards Adaptive and Self-Managing Knowledge
Representation

The main self-managing component of the energy management system is formed by the
Decision unit shown in Fig. 1. This unit has to (autonomously) decide how appliances
are adjusted to meet the goals of the system. Fig. 2 shows the decision unit in detail.

The decision unit as a whole takes input from four different sources, namely (i)
sensor input, (ii) user input, (iii) other control process units (CPs) at other households
and (iv) rules. The sensor input comes from the Context Management Process (CMP)
and the Appliances Management Process (AMP). These units process the sensor in-
formation and provide (aggregated) context and appliances status information which
forms the basis for the adaption process. The user input gives the home owner the op-
portunity to override the (autonomous) decision unit, for example, indicating that the
air conditioning unit in a room cannot be put off.

To meet the goal of the system, global (at a neighborhood level) minimization of the
fluctuations in energy consumption, the control processes (CPs) in individual house-
holds need to communicate with each other. The CPs can be organized in a virtual
tree overlay [13] and work together to meet this goal, for example using the approach
outlined in [12, 14].

The heart of the Decision Unit is formed by a rule based system which consist of
Rule Select, Rule Adapt and Rule Engine components, see Fig. 2. It is assumed, since
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the application domain is known and unlikely to change rapidly, that the knowledge
base of the home energy system uses a fixed ontology, i.e., all rules are formulated
in the same (fixed) language. Rule based systems are traditionally very deterministic
systems. They consist of rules of the form shown in Example 1 below:

Example 1 (Rule base system)

matching condition 1 ⇒ effect 1
matching condition 2 ⇒ effect 2
. . . . . .
matching condition n ⇒ effect n

4

By default the ordering of the rules defines the (operational) semantics of the system.
Rules are evaluated in order, and the first rule with a matching condition is executed, i.e.,
later rules that might match are discarded. Execution of a rule leads to an effect. In this
case something like altering the status of an appliance, i.e., lowering the temperature
of a fridge. Since the environment will change continuously different rules will be ex-
ecuted over time. However, given the same conditions the same rules will be executed,
making the system completely deterministic (static). To make the system more adap-
tive to its environment it should evolve over time, to meet the demands of a specific
household. There are several options that can be used to make the rule based system
adaptive, these include: (i) load specific set of rules based on the environment, for
example in the rule select unit a specific set of rules can be loaded that has as goal to
minimize global fluctuations instead of minimizing the local energy use of a household.
(ii) evolving rules, the rules can be changed based on genetic algorithms [3] or a neural
network [7]. (iii)weighted rules, in this approach all rules are weighted. Instead of ex-
ecuting the first matching rule all rules are selected and the rule with the highest weight
is executed. Fuzzy logic [8] like approaches can be used for this. (iv) hybrid approach,
combine some of the options above.

Evolving rules (item 2 above) effectively is typically difficult. Neural networks and
genetic algorithms try to merge and combine existing rules to produce new (better)
ones. However, a fitness function is required to determine if a newly generated rule
is better then existing ones. Finding a suitable fitness function is typically very hard.
Therefore this alternative is not further studied in detail here. Instead, a hybrid approach
that combines item 1 and 3 above is explored. The proposed adaptive rule based system
has the following properties:

– rules are weighted
– rules are bundled in a set, called the device set, per device
– rules can be added and removed per set
– sets can be added and removed to the rule base, the active rule sets that are used by

the rule engine
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For each device there is an associated device set, consisting of weighted rules, that
determines the (adaptive) behavior of the device. Consider, for example, the following
three rules, shown in Example 2 below, that are part of the device set for controlling the
ac-unit in the master bedroom:

Example 2 (Weighted Rules controlling an AC unit)

. . . . . .
(0.3) #people in room ≥ 1 & t > tmax & AC = off ⇒ AC = on & cooling=10
(0.7) #people in room ≥ 1 & t > tmax & AC = off ⇒ AC = on & cooling=2
. . . . . .
(0.5) #people in room = 0 & AC = on ⇒ AC = off
. . . . . .

4

All three rules have a weight (0.3, 0.7 and 0.5 respectively). The first two rules share the
same pre-conditioning, that evaluates to the value true if there is more then one person
in the room, the ac-unit is turned off and the current temperature (t) is higher then some
predetermined temperature (tmax, for example 25 degrees Celsius). However, the result
of executing the rules is different: executing the first rule results in turning the AC unit at
setting 10, in the second case the AC unit is turned on at setting 2. A higher setting leads
to a faster cooling of the room, but also a higher (at least initial) energy consumption.
Since both these rules share the same precondition, the one with the highest weight (the
second rule with weight 0.7) is executed.

By adapting the weights of rules, different energy consumption patterns emerge.
Again looking at the two rules mentioned above, in the current situation energy con-
sumption is low over a longer period. If the weights of the two rules are swapped, the
result would be a higher energy consumption, but for a longer period. In effect, the first
mechanism that is used to adapt the system is this changing (adapting) of the weights
of the rules. This makes it is possible to adapt the reaction of the system to a specific
situation.

Note that the third rule (with weight 0.5) has a different pre-condition. It evaluates
to true if there is no one in the room and the AC unit is on. The effect of executing the
rule is that the AC unit is turned off.

The Rule Select unit (from Fig. 2) loads selected device sets into the rule engine. By
periodically loading different rules into the rule engine, i.e., by changing the rule base,
the system adapts to its environment. Based on input from the environment different
(possibly conflicting) high level goals can be met by different rule-bases. This loading
of different device sets provides the second adaptation mechanism of the system.

User input, i.e., from home owners, can be mapped easily to rules that deal with a
specific appliance, for example, the air conditioning unit in the bedroom. The rule is
seen in the Example 3:
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Example 3 (User generated Rule controlling an AC unit)

(1.0) true ⇒ AC = on

4

User generated rules should always evaluate to true (hence the pre-condition in
the rule above). Also note that such rules should always be loaded (unless specifically
cancelled by the user) and should have high weights (in this example, the maximum
value of 1.0) to ensure that user generated rules are executed. Finally, note that the
weight of such rules should, in principal, not be adapted by the system.

The system provides two adaptation mechanisms: weight adaptation which is han-
dled by the adapt rule component and selective device set loading (and unloading),
which is handled by the rule select unit. Separating these mechanisms has the advan-
tage that its easier to reason about adaptation policies at a higher (strategic) level. This
is left for future work, as are specific rule adaptation policies.

In summary, the Decision Unit takes input from the user and other CPs. Based on
input from the environment (sensor info), weighted rules are adapted and selected. The
rule engine selects all matching rules and chooses the ones that have the highest weight
per appliance. These are then send to the action performer which adapts the status of
the appliances. This whole process is repeated periodically.

5 Discussion and Conclusions

This paper discusses an approach and architecture for a home energy system based
on an adaptive and self-managing knowledge representation. The system is based on
a weighted rule based system that adapts continuously to its environment. One of the
main challenges of this system is to meet its different, possibly conflicting, goals. And
while the current architecture should make this possible it remains to be seen if these
goals are not too conflicting to be unifiable in practice. It might be necessary to drop
the goal of lowering the global fluctuations in energy consumption to meet the user’s
preferences and minimize the local energy consumption of the household. Simulations
and/or experiments should provide more insight on this issue. This is left for future
work.

Another issue is how to scale this up to collections of households. A hierarchical
structure could be used in which the architecture can be repeated at different levels of
granularity. For example, a household has appliances as units that are being controlled;
an apartment has living units as the units that are being controlled; a city block has apart-
ments as units being controlled; etc. Finding the correct clustering of households [11]
that are controlled by one processing unit forms another challenge.

From a technical perspective it is not very difficult, with the proposed architec-
ture, to force control processes in different households to cooperate to reduce peaks in
(global) energy usage. However, this might lead to some considerable discomfort with
home owners, for example if they can use their air conditioning unit at the maximum
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setting, because a global reduction in energy consumption is required. Monetary incen-
tives, provided by energy producers who benefit from reduced peak usage, might help
lessen the discomfort of the home owner, as would specific policies set by local gov-
ernments. However, if this will be an acceptable solution remains to be seen. This issue
is further outside the scope of this paper.

A related issue is if an (semi) autonomous home energy management system will
be accepted by users. However, since there is both a monetary incentive (energy usage
is lowered which in turn leads to a lower energy bill) and since users can override the
behavior of the system this is probably less of an issue then the one discussed above.
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Abstract. This article presents a possible extension of a software tool 
implemented in C++ that manages multimedia data collections from medical 
domain. An element of originality for this database management system is that 
it includes a series of algorithms used for extracting visual information from 
images (texture and color characteristics) along with classical operations needed 
for databases servers. It is also presented a data mining algorithm adapted to the 
database system that will be included in a future version. 

1 Introduction 

The images are an important class of multimedia data. The WWW is one of the 
biggest multimedia repositories, including text data, images, video and audio data. 
Most of the data type exchanged in real world is images. Although there have been 
made efforts for developing search engines, content-based retrieval is rarely 
implemented. 

The raw data is not always useful. The real advantage is when data mining 
techniques can be applied and obtained knowledge. That is why first step is to adapt 
the techniques used for images processing. 

In order to make the mining technology to be successful, it should be developed 
for other types of data, especially for images. The image mining should consider 
automatic classification, knowledge extraction, connections between images and other 
new patterns. The extension of the data mining in the imagistic field is a natural 
extension. It is an interdisciplinary domain that includes artificial vision, patterns 
recognition, data mining, automatic learning, databases and artificial intelligence. 

More than that, image mining must consider spatial information. The same pattern 
might have several interpretations. That is why the mining algorithms for images are 
different than the classical ones. An image pattern must be represented in a suggestive 
form to the users using some characteristics of images. The information can be 
presented at different levels of details: pixel, object, semantic concept, or pattern. 

Most of the data mining activities have been made based on the similarity analysis 
between a query image and the images from database. There are two categories of 
image retrieval techniques: systems that use a text descriptor of the image and 
systems that use visual content. 

In the first category the images are described based of a text defined by the user. 
They are indexed and retrieved based on basic descriptors such as: image size tags, 
image type, acquisition date, owner id, keywords, etc. The types of queries that can be 



executed are: find images from database that match the following criteria: date of 
capture (before 2010), size > 150 KB, and tag “clouds”. 

The text descriptors are usually added by a human operator since the automatic 
generation is hard to be done without incorporating visual information. It is a process 
that is hard to be applied nowadays since the volume of information is high. More 
than that, these descriptors are subjective and depend on the users’ perspectives. 

When using the second category, the queries that can be executed follow the next 
pattern: “find all the images that are most similar with the query image”. 

The paper is structured as follows: Section 2 presents content-based retrieval 
systems. Section 3 presents an overview of the server, Section 4 presents the image 
data mining functionality and Section 5 presents the conclusions. 

2 Content-based Retrieval 

The Most important aspect in content based retrieval is to find a method to measure 
the similitude of the images. The properties needed for methods used to compute the 
similitude, are: 
- Easy computing 
- Correspondence with human reasoning 
There are two ways to implement content based retrieval: content-based retrieval for 
k-nearest vicinity (retrieves the most k similar images) and domain query (retrieves 
all the images that have the similarity between specified ranges). In order to make fast 
comparisons of the images, the system has to process off-line the images and to 
extract and store the characteristics of the image. For example, the color histograms 
describe the colors distribution and they are extracted before executing any content 
based query. 

The dissimilitude of two images must be a metric that generate small values for 
similar images and large value for images that have only few in common. The 
performance of such a system is limited by the quality of the images characteristics 
[4][8]. 
The architecture of a content based retrieval system is presented in Figure 1. 
a) The content-based region query: this type of query compares the image based on 
their color regions. In the first step of the query, the images’ regions are being queried 
instead of whole images. The total similitude of two images is computed based of the 
distances computed for each region in part. 
The content-based retrieval can be improved in quality by adding spatial information 
to the query. In this case it is considered both the similitude distances of the 
characteristics (texture, color) and the spatial values of the regions. 
b) Spatial query of the images. In the last years there have been developed techniques 
for spatial indexing that permits to retrieve objects based on the objects positioning. 
These researches compare images where there have been already defined regions or 
objects, as in Figure 2 [7]. 
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Fig. 1. Architecture of the Content-based retrieval system. 

     
a) Query imag                       b) A possible relative mach                 c) An absolute match 

Fig. 2. Spatial query of the images. 

In order to extract the color regions of the images there have been implemented 
the Apriori algorithm proposed by Smith and Chang. For each color region that have 
been detected it should be stored the following information: 
• Image id 
• Region id 
• Color set of the image 
• Coordinates of the regions 
All these information will be used in the content-based image query process.  

The spatial information is represented by the minimum rectangle that bounds the 
region.  

The characteristics that have been used in the proposed system are: color 
histogram and texture (extracted using the Gabor method) [9][10]. 

The similitude between images is computed using histogram intersection and 
quadratic distance. 
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3 MMDBMS Overview 

The MMDBMS that have been implemented allows database creation, table and 
constraints adding (primary key, foreign keys), inserting images and alphanumerical 
information, simple text based query and content-based query using color and texture 
characteristics. The software tool is easy to be used because it respects the SQL 
standard. It does not need advanced informatics knowledge and has the advantage of 
low cost. It is a good alternative for a classical database management system (MS 
Access, MS SQL Server, Oracle10g Server and Intermedia), which would need higher 
costs for database server and for designing applications for content-based retrieval. 

Figure 3 presents the general architecture of the MMDBMS [1][2][3]. 
In the first step any application that uses the server must connect to the database. 

This way it will be created a communication channel between them. All commands 
and responses will use this channel to send queries requests and receive answers. 

The server has two main modules: kernel engine and database files manager. 
The kernel engine includes all functions implemented in the server. It is composed 
from several sub-modules each of them with specific tasks[1][2]: 
The Main Module. It is the module, which manages all communications with the 
client. It is the one that receives all queries requests, check what is the type of query 
requested, extracts the parameters of the query and calls the specific module to 
execute it. 
Queries Response Module. After the query is executed, the results will be sent to the 
Queries Response Module. It will compact the result using a standard format and then 
return it to the client. The client will receive it on the same communication channel 
used to send the request. 
Select Processing Module. If the main module concludes that is a SELECT SQL 
command, it will call the Select Processing module. This module extracts the 
parameters from the query and then search in the database files for specific 
information. If the query is a SELECT IMAGE query, it will use for comparison the 
similitude of characteristics instead equality of parameters.  
Characteristics Extraction Module. When the main module receives a SELECT 
IMAGE or a UPDATE query which uses an image that is not already in the database 
it is needed first to process it. 
This module is called to extract the color and texture characteristics of the image. The 
data of the results will be used to initialize a variable of IMAGE data type.  
Update Processing Module. When the query received from the user is an UPDATE 
command, it will be called to execute it. 
Delete Processing Module. It is called when the user executes a DELETE command. 
The kernel executes only logic deletes. It never executes physical deletes. The 
physical deletes are executed only when a “Compact Database” command is sent by 
the user. 
The second main module is the Database Files Manager. It is the only module that has 
access for reads and writes to the files in the database. It is his job to search for 
information in the files, to read and write into files and to manage locks over 
databases. When a client module request a read form a file it is enabled a read lock for 
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the specific file (that represents a table in the database). All other read requests will be 
permitted but no writes will be allowed. If the client module request a write to file, it 
will be enabled a write lock. No other requests will be allowed until the lock is 
canceled. 

 
Fig. 3 General architecture of the system. 

4 Image Data Mining 

The information in raw form is not always useful. The real benefit comes when 
“interesting” patterns can be obtained based on the association rules. An association 
rule tells us about connections between two or several objects. It is a rule of type A 
=> B, where A and B are objects satisfying the condition A ∩ B = Φ. 

In order to find specific combinations for objects that appear together in different 
associations we have studied the Apriori algorithm. It will be implemented in a future 
version of the system. 

This algorithm will select the most “interesting” rule, based on two parameters 
called support and confidence. The rule A=> B shows that anytime A appears in a 
transaction, it is very possible to appear B also. 

The support parameter shows the statistic meaning of a rule: 

 

The confidence parameter shows the strength of a rule:
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The rule probability confidence is defined as conditional probability: 
p(B ⊆ T | A ⊆ T). 

The association rule can be also between two or several objects (A,B => C) where A, 
B, C ⊆ U. 

The association rule is stronger as the confidence parameter is higher. This last 
parameter specifies the minimum support for frequent objects. All the subsets of 
frequent objects are also frequent. An object can be frequent only if it is found to be 
frequent in one of the algorithm’s steps. 
The Apriori algorithm is presented next. 
 

 
This algorithm will be implemented in order to find different patterns used for 

automate classification of the images, based on the diagnosis. The system will be able 
to find which part of the extracted features is characteristic for each disease. It will 
also be able to say for example which characteristics are connected (used in early 
diagnosis for some diaseases). 

Because the data volume is higher and higher in the last years it is important to 
find efficient algorithms for data mining. The presented algorithm scans the data for 
few times depending to the biggest most frequent object. New enhancements can be 
added by reducing the number of database parsing and the number of candidates that 
were generated. 

The version of Apriori algorithm that is based on partitions needs only two parsing 
of the database. The database is divided in disjoint partitions, each of them small 
enough to fit the memory. 

During the first scan, the algorithm reads each partition and finds the most 
frequent local objects. During the second parsing the algorithm computes the support 
for each frequent local object, from the entire database. If one object is frequent in the 
database it must be frequent at least in one of the partitions. That is why to the second 
partition there are found the supersets with all the potential frequent sets of objects. 
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5 Conclusions 

The paper presents a possible extension of a software tool implemented in C++ that 
manages multimedia data collections from medical domain.  An element of originality 
for this database management system is that along with classical operations for 
databases, it includes a series of algorithms used for extracting visual information 
from images (texture and color characteristics). It is also presented a data mining 
algorithm adapted to the database system that will be included in a future version. 

It is created for managing and querying medium sized personal digital collections 
that contain both alphanumerical information and digital images (for examples the 
ones used in private medical consulting rooms). The software tool allows creating and 
deleting databases, creating and deleting tables in databases, updating data in tables 
and querying. The user can use several types of data as integer, char, double and 
image. There are also implemented the two constraints used in relational model: 
primary key and referential integrity. 

The advantages of using this intelligent content-based query visual interface are 
that the specialist can see images from the medical database that are similar with the 
query image taking into consideration the color and texture characteristics. In this way 
the specialist can establish a correct medical diagnosis based on imagistic 
investigation frequently used nowadays. 

The system will include a data mining module that will be used for automate 
classification of images and finding “interesting” patterns between characteristics of 
the images. 
This software can be extended in the following directions: 

Adding new types of traditional and multimedia data types (for example video 
type or DICOM type - because the main area where this multimedia DBMS is 
used it is the medical domain and the DICOM type of data is for storing 
alphanumerical information and images existing in a standard DICOM file 
provided by a medical device) 
Studying and implementing new algorithms for data mining that performs 
faster on large image collections. 
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Abstract. Information Quality is an ever increasing problem. Despite the 
advancements in technology and information quality investment the problem 
continues to grow. The context of the deployment of an information system in a 
complex environment and its associated information quality problems has yet to 
be fully examined by researchers. Our research endeavours to address this 
shortfall by specifying a method for context related information quality. A 
method engineering approach is employed to specify such a method for context 
related information quality dimension selection. Furthermore, the research 
presented in this paper examined different information systems’ context factors 
and their effect upon information quality dimensions both objectively and 
subjectively. Our contribution is a novel information quality method that is 
context related; that is it takes the user, task and environment into account. 
Results of an experiment indicate as well as feedback from practitioners 
confirm the application of our method and indeed that context affects the 
perception of information quality. 

Keywords. Information quality, Method, Context, Method engineering. 

1 Introduction 

With the increasing importance of Data and Information Quality (DIQ), much 
research in recent years has been focused on developing DIQ frameworks and 
dimensions as well as assessment approaches. Researchers have developed a plethora 
of frameworks, criteria lists and approaches for assessing and measuring DIQ. Despite 
the vast amount of DIQ research, discussions with experts and practitioners as well as 
recent studies indicate that assessing and managing DIQ in organizations is still 
challenging and current frameworks offer only limited benefit. 

Several researchers have addressed the question on how to define DIQ and many 
have confirmed that DIQ is a multi-dimensional concept [1, 2]. Following prominent 
definitions of “quality” as “fitness for use”, most researchers acknowledge the 
subjective nature of data and information quality. Aiming to assess DIQ, many 
objective and subjective assessment techniques have been proposed. Mostly, these are 
developed for one specific context or domain, with limited general applicability. 
Furthermore, despite the inherent subjective character of quality, foremost 
frameworks and assessment methodologies are limited to consider the subjective 
character in which the assessment is performed. 



 

 

Objective DIQ assessment uses software to automatically measure the data in 
database by a set of quality rules whereas subjective DIQ assessment uses a survey or 
interview approach to measure the contextual information by data consumers. A 
single assessment result can be obtained from objective DIQ assessment. However, 
we may obtain different assessment results from different information consumers. 
With the development of both objective and subjective DIQ assessment, researchers 
suggested to combine these two assessment methodologies. For example, Pipino et al. 
[3] provide a framework to combine objective and subjective DIQ assessments. Kahn 
et al [4] propose the PSP/IQ model, in which they assign two views of quality: 
conforming to specifications (objective) and meeting or exceeding consumer 
expectations (subjective).  

Recognising the problem of limited context in DIQ frameworks, the aim of this 
paper is to present an approach, which assist in adapting DIQ frameworks to various 
contexts. In our work we follow the recent observation by researchers, to adapt 
research results to specific application by providing an approach of contextualising 
models [5]. In contrast to contribute yet another DIQ framework, in this article, we 
describe a method to contextualise DIQ frameworks. In this sense, “context” relates 
the content of the DIQ framework to the IS environments [6]. Context itself is 
described by various contextual factors characterizing the IS environment. Following 
design science research, the method is being developed and refined using a method 
engineering (ME) approach. The proposed method was developed based on 
experiences from the airline industry. A number of experiments are conducted to test 
the proposed method. In addition, IS professionals are interviewed to further verify 
the method and to study the impact of IS context on DIQ.  

The paper is organised as follows. The research is introduced in general terms 
followed by an outline of the problem statement and objective. A review of related IQ 
work as a field within IS follows. Subsequently, details of the contextualisation 
method together with an initial application are presented. Contribution, limitations 
and future work conclude the paper.  

2 Problem Statement and Research Objective 

As a direct result of user dissatisfaction with the quality of the information produced 
by IS [7], practitioners and researchers have been concerned for several years about 
the quality of information and data. The problem becomes increasingly important 
with the rapid growth in the amount of data that enterprises store and access [8-10]. 
The information –often of poor IQ- is being used ever increasingly for critical 
decision making at all levels within the organisation, resulting in significant IQ 
related problems.  

Some examples of these problems are summarized for instance in Al Hakim [11] 
who provides examples from many areas, outlining the reason along with the 
particular IQ dimension affected. The examples indicate how the generation of 
information from disparate sources can impact on many aspects of an enterprise, often 
not even considered when the IS was initially designed. The impact of these IQ 
problems has prompted researchers to examine such aspects as IQ dimensions, IQ 
assessment and IQ management. The impact of the various dimensions of IQ requires 
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measurement and examination. Furthermore, there has been a huge financial impact 
associated with the lack of IQ. For instance, it is estimated that poor quality 
information costs American business some $611 billon a year [12]. Addressing this 
problem, several enterprises have invested considerably in efforts to “clean up” their 
information, to improve IQ and to define rules and routines to assess and manage IQ.  

Research has addressed this challenge from various directions. Management 
process and guidelines have been proposed in order to manage IQ. The database 
community has contributed several approaches for data cleansing and assessing data 
quality in databases. In addition, software engineering has focused on improving the 
quality of software. As a result, research related to IQ has evolved significantly over 
the last two decades. Numerous frameworks, dimensions and metrics have been put 
forward [1, 2]. Approaches have been developed to measure the impact of these 
dimensions on IQ and to improve IQ. However, the benefits of these approaches such 
as better quality software, easier to use systems, readily acceptable software and 
increased IQ all have the potential to be foregone by changing contexts or situations.  

The evolving nature of IS context presents new and very distinct challenges to IQ 
research. Primarily among these is the dynamic nature of IS context. IS designers no 
longer have the luxury of complete control over the nature of the IS context post 
deployment of the IS.  Usually software systems are developed with tried and tested 
methodologies for a particular context with certain requirements. IQ measurements 
and management approaches can be defined and deployed for this particular context. 
Once implemented, contexts evolve and requirements may change. However with 
such fundamental changes in context, a question about its impact on IS become 
significant [13, 14].  

IQ measurements and management approaches are usually not evolving along the 
various contexts, and indeed changes in context do usually not undergo a systematic 
consideration. Systems and IQ measurement approaches are developed for a particular 
context. Nonetheless the importance of a high level of IQ remains a requirement. As a 
result often the perception of IQ via subjective survey instruments is progressively 
getting poorer [15]. Indeed, this observation may explain a frequent criticism, that 
despite large investments in IQ and software systems, end users are still not satisfied 
with IQ and the usability of systems. Variation in the context, require adaptation of 
the IQ measurement approach to cater at least for different requirements and changes 
in perception. Presently the approach to a changing context and IQ is ad-hoc and not 
systematic.  

The problem can be illustrated by an example from the airline sector, which has 
been examined by us. The organisation has an airline maintenance and information 
system in use for many years. Different types of users using the IS on a regular basis 
for the performance of their duties. Also, for several years the organisation has IQ 
routines and assessment approaches in place. Pilots, engineers, administrators and 
technicians are required to rate the IQ of the system on a regular basis for quality 
control and legal obligations. Surprisingly, over the last two years, the MIS 
(Management Information Systems) department has experienced a dramatic increase 
for requests to verify IQ of the IS. This has become a very resource intensive exercise 
with many of the requests requiring no alteration to data values. On closer 
examination, we observed that in tandem with the increase in IQ requests the IS 
context has changed. For instance, the access modes to the system have changed over 
the years. The single point of access via data entry personnel has evolved over time to 
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the point where many users interface with the IS from mobile devices over wireless 
networks. As a consequence, the procedures and IQ assessment approaches in place 
did not reflect the current situation with various access modes and changing contexts. 
The organisation did not have any systematic approach to cater for these changes.  

The brief example from the airline industry illustrates the requirement for a 
systematic approach to adapt IQ frameworks for various contexts. Our approach 
presented in this article, assists to contextualise IQ frameworks and thus cater for 
various and changing contexts. The necessity for this research arises from the ever 
increasing dynamics that exists with respect to IS deployment. As our observation 
from the case study shows, perceptions of IQ may alter as the result of evolving 
contexts. Research related to IQ has not or only in a limited manner addressed and 
recognised this problem. In contrast to define yet another IQ framework, we believe 
that the application of existing IQ frameworks requires a clear, concise and systematic 
approach to cater for dynamic and evolving contexts. The traditional static 
deployment of IQ frameworks do not consider adequately the changing factors of IS 
context. The challenge of this research is to specify a systematic approach in the form 
of a method that considers the IS context, allowing for the evaluation of IQ in various 
contexts. 

3 Related Work 

Our work builds on and contributes to the research related to IQ, which has developed 
a large number of frameworks, assessment approaches and criteria list. An overview 
of research related to IQ is provided for instance in Ge and Helfert [16]. Ge and 
Helfert have examined the definition of IQ and suggest that it can be defined from a 
consumer perspective and a data perspective. The concept of fitness for use [2] is 
widely regarded in the literature as a definition for IQ from the consumers view point.  

Table 1. Selected Information quality frameworks and its application context. 

Author and year of 
Publication 

Application context Author and year of 
Publication 

Application context 

Morris et al. 1996 [17] Management Huang et al. 1999 [18] Knowledge Management 

Redmann 1996 [7] Data Bases Chengalur-Smith et al. 
1999 [19] Decision-Making 

Miller 1996 [20] Information Systems Berndt et al. 2001 [21] Healthcare 

Wang/Strong 1996 [2] Data Bases Xu et al. 2002 [22] Enterprise Resource 
Planning 

Davenport 1997 [23] Information 
Management Helfert/Heinrich 2003 [24] Customer Relationship 

Management 
Ballou et al.1998 [25] Data Warehousing Amicis/ Batini 2004 [26] Finance 
Kahn/Strong 1998 [27] Information Systems Xu/Koronios 2004 [28] E-business 

Rittberger 1999 [29] Information Service 
Providers Knight/Burn 2005 [15] World Wide Web 

English 1999 [30] Data Warehousing Li/Lin 2006 [31] Supply Chain 
Management 

Ballou/Tayi 1999 [32] Data Warehousing   
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The definition of IQ from a data perspective examines if the information meets the 
specifications or requirements as laid down in IS design. IQ from a consumer 
perspective led to the development of subjective IQ measures, whereas IQ from a 
database perspective resulted in objective IQ measures. 

Many IQ frameworks have been developed in order to classify dimensions that 
will allow for IQ assessment. As shown in table 1, we reviewed prominent 
frameworks and analyzed these according to the application context for which they 
were proposed. Although claims are sometimes made to provide a generic criteria 
lists, on closer examination most research has been focused on investigating IQ within 
a specific context. The frameworks differ in selected IQ criteria as well as assessment 
techniques. 

The complexity of the information system architecture is just one of several 
contextual factors to characterise IS environments. In literature there is strong support 
that types of users and types of IS result in different requirements and therefore 
perceptions of DIQ [33-35]. Empirical research concluded that user evaluation of IS is 
directly influenced by system, task and individual characteristics. Besides, several 
examples in DIQ literature illustrate that the departmental (organisational) role plays 
an important factor in user’s opinion and perspectives [11, 33, 36]. Although 
recognising that there are several contextual factors, in our research we limit the set of 
contextual factors to 4: 
(1) User role 
(2) Organisational department,  
(3) IS Architecture 
(4) Task complexity. 
The initial deployment of an IS generally caters adequately for these context factors. 
However over time these evolve and require a fresh analysis in order to accurately 
represent the true nature of the context of the IS. This can only be done if 
examinations of the factors within a context are continually updated and revised. 
These factors can be further classified with appropriate components. The updating of 
the factors and reclassification of components should be carried out in an iterative and 
systematic fashion similar to TDQM [37]. 

Table 2. Common IS Context Factors. 

Factor Component 
User Role Manager / Specialist 
Organisational Department IT Department / Non IT Department 
IS Architecture Workstation, Service Oriented, Mobile 
Task Complexity Operational, Strategic  

 
The significant change and increase in complexity of IS context has in many cases 

occurred independently of the underlying databases that are accessed [13]. An 
application may have been designed, built and tested with a mature software 
development method for a particular context. Yet within a very short period of time it 
may be accessed and predominantly employed from a different context [11]. Data 
models have also evolved [9]. However a considerable number of IS in use today 
have data models designed prior to the contexts that are employed to access them. 
There are as a result multiple accesses from diverse and complex contexts. 
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4 A Method for Contextualising IQ Frameworks 

In order to develop an approach to contextualise IQ frameworks, we follow design 
science and apply a method engineering (ME) approach. ME as a discipline has been 
recognised over the last decade. It is concerned with the process of designing, 
constructing and adapting generic artefacts such as models, methods, techniques and 
tools aimed at the development of IS [38]. Punter [39] describes the discipline from a 
process perspective where methods are comprised of phases, phases are comprised of 
design steps, and design steps are comprised of design sub-steps. He states that to 
every design step or sub-step, certain product-oriented method constituents (e.g. 
techniques, procedures) can be assigned. 

In order to describe methods, Gutzwiller [40] proposes a meta-model for methods 
that includes activities, roles, specifications, documents and techniques. Figure 1 
below illustrates the relationship between these elements. The meta-model facilitates 
a consistent and concise method, which in turn allows for their application in a goal 
oriented, systematic and repeatable fashion. According to Gutzwiller [40] activities 
are the construction of tasks which create certain results. These activities are assigned 
to roles and the results are recorded in previously defined and structured specification 
documents. The techniques comprise of the detailed instructions for the production of 
the specification documents. Tools can be associated with this process. The meta-
model describes the information model of the results.  

 
Fig. 1. Method Engineering Approach. 

Applying a method based perspective on contextualising IQ frameworks, we 
identified four main activities that describe the contextualisation process: (1) Identify 
and prioritising contextual factors, (2) Selecting and prioritise IQ dimensions with 
associated IQ measures, (3) Implement IQ measures, (4) review and improve.  

Besides the contextualisation process (activities), the second main element is the 
description of result documents. We provide a consistent result document for 
contextualised IQ frameworks. The meta-model is illustrated in Figure 2 that outlines 
the relationship between the different components of context factors and IQ 
measurements. 
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Fig. 2. Meta Model for Contextualising IQ Frameworks. 

The initial application of the ME approach to our problem was examined with 
respect to a library IS. A diverse user population accesses this IS from three different 
contexts. Figure 3 specifies the general contextualisation processes that allow us to 
conduct an experiment to validate our approach. We consider 4 main activities (1) 
Identify contextual factors, (2) Quantify and prioritise IQ requirements, (3) 
Implement selected IQ Measures, (4) Improve. Activity (1) is usually carried out by 
the IS Manager, involving interviews and surveys with domain experts. This activity 
completes and measures context factors. Activity (2) identifies and prioritises IQ 
metrics and requirements. Carried out by Business Analysts, for this activity and to 
priorities IQ dimensions we selected a specific technique: Leung’s metric ranking. 
Subsequently the Information Technology Manager and Software developers 
implement the IQ measures, in the form of Service Analysers, Integrity Checker and 
IQ surveys. Finally, IS manager, Information Technology managers together with the 
Business Analyst review the context factors as well as IQ measures, and thus initiate a 
continuous improvement process.  
 

 
Fig. 3. High Level View of IQ Dimension Selection Method. 

This general contextualisation process was detailed in sub-processes. Figures 4 to 
7 outline in detail the process description that is required in order to apply our 
method. In conjunction with the meta-model in figure 2, the result of the subsequent 
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processes, provides us with a detailed set of activities and tools that allow for context 
factor and dimension selection.  

In order to select appropriate context factors as described in figure 4 the role 
groups of the IS, tasks, associated IS service and access devices are identified and 
assessed. This assessment is done in conjunction with the domain users and IS 
experts. Upon identification of these a classification order is assigned to each of the 
context factors. The context factor and context factor measure tables in figure 2 are 
propagated with the appropriate values.  

 

 
Fig. 4. Identify Contextual Factors. 

Upon identification of the context factors there is a requirement to identify and 
prioritise dimension selection appropriate to a particular context. This requires 
domain experts, IS and IT managers to rank dimensions in order of priority. This may 
involve the application of domain metrics or survey instruments to ascertain the most 
important dimensions. Once this process is completed the appropriate dimension 
tables outlined in figure 2 are updated. 

 
Fig. 5. Prioritise IQ Dimension Requirement. 

 
Fig. 6. IQ Measurement. 
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The selection of appropriate dimensions requires them to be measured. It is 
important that the sequence of measures is followed correctly as outlined in figure 6. 
The measures as outlined in table 3 require the availability of services to be checked 
initially followed by the objective database and subjective measures.  

 
Fig. 7. Improve. 

The final process of improvement involves revised context factor analysis by 
means of user work and measures. The revised factors are updated in the contect 
factors table. 

The contextualisation process and the result meta-model are further extended by a 
set of objective and subjective IQ measures. These are part of the meta-model in 
Figure 2. The objective measures are further subdivided into two categories data base 
integrity measure and software service measure. A summary of the objective and 
subjective IQ measures is available in Table 3. Subjective IQ Measures follow a 
common questionnaire approach, using questionnaire construct and a 5-point Likert 
scale. 
Now we have described the process steps (activities) for contextualising IQ 
frameworks. Further we have specified objective and subjective measures for IQ. 
Reviewing the meta model in Figure 2, we also need to specify how various IQ 
measures from different IQ dimensions are aggregated.  
Many researchers have proposed ways to aggregate single measures of IQ 
dimensions, often underlying a weighted aggregate of single values for IQ dimensions 
[2]. Although, recently some researchers have attempted to propose IQ value curves 
and trade-offs by analysing the potential impacts of IQ, many researchers propose to 
measure the overall impact of IQ as weighted aggregate. A principle measure of the 
weighed sum of all the criteria (IQCi) is illustrated below 

   where    

Equation 1. Aggregate measure of information quality. 

We follow this prominent aggregation of IQ measures by weighted sums. This is 
reflected in our method and meta-model by specifying priorities in forms of weights. 
The aggregated value should define the quality level that characterizes information 
source. The approach to use the average as an aggregation functions may not be 
suitable among heterogeneous dimensions since dependencies introduces bias that 
negatively affect the reliability of the assessment procedure. This might be 
problematic, as changes in the context will have an impact on other dimensions and as 
a consequence the aggregate score. 
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Table 3. Information Quality Measures. 

 Measure Name Description Measure 
D

at
a 

ba
se

 In
te

gr
ity

 

Free-of-Error The dimension that represents 
whether data are correct. 

Free-of-Error Rating = 1-

Where N = Number of data units 
in error and T = Total number of 
data units. 

Completeness Schema, Column and 
Population 

Completeness Rating = 1-

Where C = Number of 
incomplete items and T = Total 
number of items. 

Consistency Referential Integrity, Format Consistency Rating = 1-

Where C = Number of instances 
violating specific consistency 
type and T = Total number of 
consistency checks performed. 

Timeliness The delay in change of real 
world state compared to the 
modification of the ISs state. 
The difference between the 
times when the process is 
supposed to have created a 
value and when it actually has. 

Timeliness Rating = R – I 

Where R = IS State Time I = 
Real World Time 

 

So
ft

w
ar

e 
Se

rv
ic

e 

Database Listener  DB process  Binary Measure 
 

Web Service Web Service Process  Binary Measure 
 

Mobile Access Security Access User Profile Dependent 

Su
bj

ec
tiv

e 
In

fo
rm

at
io

n 
Q

ua
lit

y 
M

ea
su

re
s 

Timeliness  

This information is sufficiently current for our work. 
This information is not sufficiently current for our work.  

This information is sufficiently timely. 
This information is sufficiently up-to-date for our work. 

Free of Error  

This information is correct. 
This information is incorrect.  
This information is accurate. 
This information is reliable.

Completeness  

This information includes all necessary values. 
This information is complete. 

This information is sufficiently complete for our needs. 
This information covers the needs of our tasks. 

This information has sufficient breadth depth for our task. 

Consistency  

This information is consistently presented in same format 
This information is presented consistently. 

This information is represented in a consistent format. 

 

T
N

T
C

T
C
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5 Initial Application and Analysis 

We applied the developed Method to contextualise IQ Frameworks in an experiment 
involving 48 users. By considering various contexts, this allows us to measure the 
impact of the context on the perception of IQ. The USER ANALYSIS in Figure 4 
identified 3 groups broken down between librarians, library users and technicians. 
This involved the users completing a number of TASKS with respect to information 
retrieval as they pertained to each particular group. The selected dimensions of the 
framework for the particular ENVIRONMENT are then broken down into objective 
and subjective measures. The results from application of the measures are compared 
upon completion.  

The tasks for each user group were specific to that group. Members of the groups 
were randomly allocated to each of the access devices. The experiment involved 
control of one independent variable namely the access device. Each of the groups 
were assigned tasks particular to their profile. The tasks within each group were 
conducted from three different contexts namely workstation, web, and mobile. The 
first requirement of the method is to analyse the software services identified and 
selected. This is a binary test and examines the availability of the service. The 
application of the method first checks the availability of the three software services 
identified. In the event of service availability the objective integrity analysers are 
initiated. The results of this analysis are stored in an IQ table-space similar to an audit 
table-space [41]. The subjective survey instrument is run in conjunction with the 
objective integrity analysers.  

The analysis of results indicate that a relationship exists between the level of IQ 
and the context of IS access. This confirms the requirement to select IQ dimensions 
appropriate to individual contexts. The implementation of our method and its 
validation by means of an experiment demonstrate the significance of context. A 
uniform application of dimensions without consideration for context we contend will 
not accurately reflect the true state of IQ for an IS. 

We describe the process of data collection and analysis. The initial step in the 
analysis is the binary test of services. This important step in our method as outlined in 
Figure 6 it allows for the identification of dimensions associated with various 
software services. Subjective analysis only takes place when this analysis is complete. 
All the services were present therefore the subjective and objective tests were applied 
to all participants. In order to test the level of significance of the remainder of the 
results it is necessary to apply an appropriate statistical technique to the data gathered. 
We need to ascertain if there is a relationship between the context of the IS (Web, 
Workstation or Mobile) and the level of IQ. As IQ is a multidimensional concept it is 
necessary to do this at a dimension level. 

There is a clear indication from this initial analysis that the context of the IS is 
significant. However in order to strengthen and build on this finding Field [42], 
suggests that appropriate inferential statistical techniques should be applied. A review 
of this literature indicates that One Way Independent Analysis of Variance (ANOVA) 
is appropriate. Field [42] also suggests that this technique be used when three or more 
statistical groups and different participants in each group will be used. 
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Based on confidence interval of 95%, v1=2 and v2=27, the critical F statistic, 
F.05,2,15= 3.354 are within the “Reject H0” which leads us to the conclusion that the 
population means are not equal.  

The ANOVA test statistically indicates that the population means are not even. 
We have rejected H0. Caulcutt [43] indicates that it is possible to determine which of 
the sample means is statistically significant using the Scheffé Test. According to our 
results statistically users rate the IQ dimension of free-of-error best from the 
workstation context in comparison with both web and mobile. They also rate the web 
context statically more significant or satisfied than the mobile context.   

6 Summary, Future Research and Limitations 

This research contributes to the analysis of IS context and IQ. Although frequently 
mentioned, foremost research lacks in explaining adequately the impact that IS 
context has on IQ [15]. In recent times companies have invested heavily in IQ 
programmes in an effort to improve IQ [11]. Our research demonstrates that a 
relationship exists between IS context and other dimensions in an IQ framework. We 
have specified a method that allows context to be considered when selecting 
dimension. The traditional techniques of measuring IQ dimensions will also require 
examination as relationships between the context and other dimensions have also been 
established. This research contributes to the field of IQ research by providing a 
method and test environment that can be employed in a context related manner. It has 
the potential to allow organisations to measure the impact of introducing new contexts 
post the development of an IS.  

Although the research revealed interesting results, our research currently 
concentrates only on a subset of dimensions. The application of further experiments 
addresses this limitation. Correlation has been used to examine the relationship 
between IQ dimensions; Analysis of Variance will be completed for all sections of the 
research. This will allow for a full examination of experimental data. Furthermore it is 
intended to improve and extend the prototypical implementation of the tool as 
software application. 
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