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Chapter 1. Foundational Material

Exercise 1. Give five more examples of differentiable manifolds besides those discussed in the text.

1. The real projective space RPn. RPn is defined to be the set of 1-dimensional linear subspaces of Rn+1. Formally,
we say that v, w ∈ Rn+1 \ {0} are related, v ∼ w, if and only if v = tw for some t ∈ R \ {0}. Clearly ∼ is an
equivalence relation, and each equivalence class represents a line in Rn+1. Now we define

RPn := (Rn+1 \ {0})/∼ .

We endow RPn with the quotient topology. Let π : Rn+1 \ {0} → RPn denote the projection map. Now write
[x0 : x1 : · · · : xn] = [(x0, x1, . . . , xn)]∼ for an element in RPn. Now we define the coordinate charts. Let
Vi := {x ∈ Rn+1 \ {0} : x i 6= 0} and ψ : Vi → Rn be given by

ψ((x0, . . . , xn)) =

�

x0

x i
,

x1

x i
, · · · ,

x i−1

x i
,

x i+1

x i
, . . . ,

xn

x i

�

.

Note that for v ∼ w we have that ψi(v) =ψi(w ). Now let Ui := π(Vi) ϕi : Ui → Rn as

ϕi(v) =ψi ◦π
−1(v),

where by an abuse of notation we write π−1(v) to indicate an arbitrary element in the preimage. ϕi is well
defined since ψ does not depend on the choice of representative in the equivalence class. We claim that
Ui is open in RPn. Then π−1(Ui) = π

−1(π(Vi)) = Vi , which is clearly open in Rn+1. Hence Ui is open in the
quotient topology in RPn.

Now we show that ϕi is surjective. Fix (x1, . . . , xn) ∈ Rn, and note that

ϕi([x
1 : · · · : x i−1 : 1 : x i : · · · : xn]) = (x1, . . . , xn).

Hence ϕi(Ui) = Rn.

We claim that ϕi is a homeomorphism. Fix an open set V ⊆ Rn. Since ψi is continuously differentiable
we deduce that ψ−1(V ) is open in Rn+1 \ {0}. Now π−1 ◦ ϕ−1

i (V ) = ψ
−1

i (V ), and so ϕ−1

i (V ) is open in Ui .
This establishes that ϕi is continuous. To see that ϕi is injective consider v , w ∈ Rn+1 satisfying ϕi([v]) =
ϕi([w ]). Then we see that for all j = 1, . . . , i − 1, i + 1, . . . , n that

v j

v i
=

w j

wi
.

Hence w = wi

v i v , and so w ∼ v . So ϕi is injective, and we now deduce that ϕi is in fact bijective. In
particular, we have that ϕ−1

i : Rn→ Ui is well defined. In light of this we have

ϕ
−1

i (x
1, . . . , xn) = [x1 : · · · , x i−1 : 1 : x i : · · · : xn].

Now define fi : Rn→ Rn+1 by
fi(x ) = (x

1, . . . , x i−1, 1, x i , . . . , xn).

Note that fi is C 1(Rn,Rn+1) and since ϕ−1

i = π ◦ fi we see that ϕ−1

i : Rn → RPn is continuous. We have
shown that (Ui ,ϕi) is a chart of RPn.

We claim that {(Ui ,ϕi) : i = 1, . . . , n+ 1} is an atlas for RPn. First we notice that

Rn+1 \ {0}=
n+1
⋃

i=1

Vi , and so RPn =
n+1
⋃

i=1

Ui .
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Fix 1≤ i < j ≤ n+ 1 and consider ϕ j ◦ϕ
−1

i : ϕi(Ui ∩ U j)→ ϕ j(Ui ∩ U j). We see that

ϕ j(ϕ
−1

i (x
1, . . . , xn)) = ϕ j([x

1 : · · · : x i−1 : 1 : x i+1 : · · · xn])

=

�

x1

x j
, . . . ,

x j−1

x j
,

x j+1

x j
, . . . ,

x i−1

x j
,

1
x j

,
x i+1

x j
, . . . ,

xn

x j

�

Note that all of the components of ϕ j ◦ ϕ
−1

i are rational functions with 0 /∈ ϕi(Ui ∩ U j), and so ϕ j ◦ ϕ
−1

i
is smooth. By an identical argument we see that ϕ j ◦ ϕ

−1

i is smooth when j > i. So we conclude that
{(Ui ,ϕi) : i = 1, . . . , n+ 1} is an atlas for RPn.

Finally, it remains to show that RPn is Hausdorff and second countable. To see that RPn is second countable
consider the maps αt : Rn+1 \ {0} → Rn+1 \ {0} given by αt(x ) = tx . Now we see that α−1

t = α1/t and αt
are homeomorphisms. Now consider any open set U ∈ Rn+1 \{0} and note that αt(U) is open in Rn+1 \{0}.
Then π−1([U]) =

⋃

t∈Rαt(U) is open in Rn+1 \ {0}. So [U] is open in RPn. Now we see that π is an open
map. Since Rn+1 \ {0} is second countable and π is an open map we deduce that π(Rn+1 \ {0}) = RPn is
second countable.

To see that RPn is Hausdorff it suffices to show that {(v , w ) : v ∼ w} is closed in Rn+1 \ {0} ×Rn+1 \ {0}.
Consider the map f : Rn+1 \ {0} ×Rn+1 \ {0} → R given by

f (v0, . . . , vn, w0, . . . , wn) =
∑

i 6= j

(v iw j −wi v j)2.

Since f is a polynomial, it is continuous. Suppose that v = tw for some t ∈ R \ {0}. Then a direct
computation shows that f (v , w ) = 0. Furthermore, if f (v , w ) = 0 then we see that

v iw j −wi v j = 0

for all i 6= j. Since v 6= 0 there exists some i0 such that v i0 6= 0 and so w j = wi0

v i0 v j and so v ∼ w . So we see
that

{(v , w ) : v ∼ w}= f −1({0})

is closed since {0} is closed in R. So we deduce that RPn is Hausdorff. Concluding, we see that RPn is a
smooth manifold of dimension n.

2. The graph of a smooth function: Consider a smooth function f : Rn→ Rm. Consider the graph graph( f ) :=
{(x , y) ∈ Rn × Rm : y = f (x)}. Now define a map F : Rn+m → Rm given by F(x , y) = y − f (x). Now we
see that graph( f ) = F−1({0}). A direct computation of the Jacobian of F shows that

DF =
�

−D f 1m×m

�

,

To use the implicit function theorem we need to show that 0 is a regular value of F . Note that rank DF is
always maximal since rank1m×m = m. Now by the implicit function theorem we deduce that graph( f ) is a
smooth parameterizable n-dimensional manifold in a neighborhood of each of it’s points.

3. The general linear group: Let GL(n,R) := {A ∈ Rn×n : det(A) 6= 0}. Consider the map det : GL(n,R)→ R.
Recall that the determinant is a polynomial in the entries of the matrices. So we deduce that GL(n,R) =
det −1({0}) is an open subset of Rn×n ∼= Rn2

. Hence GL(n,R) inherits the smooth structure of Rn2
, and is

therefore a smooth submanifold of Rn2
.

4. The connected sum of two manifolds: Let M and N be smooth manifolds of the same dimension n. Now fix
p ∈ M and q ∈ N and find open neighborhoods, U and V , of p and q, respectively. By shrinking U and V
if necessary we can assume that we have charts ϕ : U → B(0, 2) and ψ : V → B(0,2), where B(0, 2) ⊆ Rn.
Now let eU ⊆ U and eV ⊆ V be given by

eU := ϕ−1({1/2< |x |< 2}) eV :=ψ−1({1/2< |x |< 2}).
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For simplicity let A := {1/2< |x |< 2} ⊆ B(0,2). Now consider the map α : A→ A be given by

α(x) =
x
|x |2

.

Note that α simply switches the two boundary components of the annulus A, and reverses the orientation
of the radial directions. Now we glue eU to eV using map given by ψ−1 ◦α ◦ϕ : eU → eV . In this way, we have
a new topological space with a natural smooth structure induced from M and N . Up to a diffeomorphism,
this new manifold is independent of the choices of local coordinates and is called the connected sum of M
and N . We denote this new manifold by M#N .

5. The stable manifold theorem: I state the theorem without proof, and compute an explicit example. This
example is not to provided to show the technicalities of complicated manifolds, but rather to show an
example of manifold theory being used outside of Riemannian geometry.

Theorem 1. Let Ω ⊆ Rn be an open set containing the origin. Let f ∈ C 1(Ω;Rn), and Φt be the flow of the
nonlinear system

ẋ = f (x).

Suppose that f (0) = 0 and D f (0) has k eigenvalues with negative real part and n−k eigenvalues with positive
real part. Then there exists a k-dimensional manifold S tangent to the stable subspace Es of the linear system

ẋ = D f (0)x ,

such that for all t ≥ 0, Φt(S) ⊆ S and for all x0 ∈ S

lim
t→∞

Φt(x0) = 0;

there exists an n− k-dimension smooth manifold U tangent to the unstable subspace Eu of ẋ = D f (0)x such
that for all t < 0, Φt(U) ⊆ U and for all x0 ∈ U

lim
t→−∞

Φt(x0) = 0.

Consider the system:

ẋ1 = −x1

ẋ2 = −x2 + x2
1

ẋ3 = x3 + x2
1 .

We can rewrite this as

ẋ =





−1 0 0
0 −1 0
0 0 1



 x +





0
x2

1
x2

1





The flow map is easily seen to be

Φt(a) =





a1e−t

a2e−t + a2
1(e
−t + e−2t)

a3et + a2
1

3 (e
t − e−2t)



 ,

where a = (a1, a2, a3) = x(0). Clearly limt→∞Φt(a) = 0 only if a3 = −a2
1/3. So we deduce that the stable

manifold is

S =

�

a ∈ R3 : a3 = −
a2

1

3

�

.

Similarly, we have that the unstable manifold is

U =
�

a ∈ R3 : a1 = a2 = 0
	

.

�
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Exercise 2. Determine the tangent space of Sn. (Give a concrete description of the tangent bundle of Sn as a
submanifold of Sn ×Rn+1.)

If c : I → Sn is a curve then we have that ‖c‖2 = 1 and consequently we have that

ċc = 0.

This tells us that the velocity is always perpendicular to the base vector. Hence, the tangent space can be identified
as follows

TpSn := {v ∈ Rn+1 : p · v = 0}

Consequently, the tangent bundle of Sn is the following:

TSn ∼=
�

(p, v) ∈ Sn ×Rn+1 : ‖p‖= 1 and p · v = 0
	

.

�

Exercise 3. Let M be a differentiable manifold, τ : M → M an involution without fixed points, i.e. τ ◦τ= id,
τ(x) 6= x for all x ∈ M . We call x and y equivalent if y = τ(x). Show that the space M/τ of equivalence classes
possesses a unique differentiable structure for which the projection M → M/τ is a local diffeomorphism.
Discuss the example M = Sn ⊆ Rn+1, τ(x) = −x .

We claim that since τ has no fixed points, for every point p ∈ M we can find an open set U containing p such that
U∩τ(U) = ;. Assume, for the sake of contradiction, that this is not the case. In particular, there exists some point
p ∈ M such that for all open sets U containing p we have that U ∩τ(U) 6= ;. Now consider a decreasing sequence
of connected open sets Un such that

⋂

n∈N Un = {p}. Since M is locally compact without loss of generality we can
assume that all of the Un are precompact. Now we see that

Un ∩τ(Un) 6= ; =⇒ Un ∩τ(Un) 6= ;.

Since compactness is characterized by the finite intersection property we see that
⋂

n∈N

(Un ∩τ(Un)) 6= ;,

and so in particular,
⋂

n∈N

(Un ∩τ(Un)) = {p}.

Now we have a contradiction since

τ

�

⋂

n∈N

(Un ∩τ(Un))

�

=
⋂

n∈N

(Un ∩τ(Un)) = τ({p}) 6= {p}.

So we have shown that the group action induced by G = ({id,τ},◦) is properly discontinuous.

Now for each p ∈ M choose a parameterization x : V → M such that x(V ) ⊆ U , where U ⊆ M is an open set
containing p such that U ∩ τ(U) = ;. Now we see that π|U : M → M/τ is injective, and so the map y = π ◦ x :
V → M/τ is injective. Now we see that the family {(V, y)} clearly covers M/τ. Now to show that such a collection
forms an atlas it suffices to consider two maps y1 = π ◦ x1 : V1 → M/τ and y2 = π ◦ x2 : V2 → M/τ satisfying
y1(V1) ∩ y2(V2) 6= ;. Let πi = π|x i(Vi) for i = 1, 2. Now fix q ∈ y1(V1) ∩ y2(V2) and let eq = x−1

2 ◦π
−1

2 (q). Now let
W ⊆ V2 be a neighborhood of eq such that (π2 ◦ x2)(W ) ⊆ y1(V1)∩ y2(V2). Then the restriction to W is given by

y−1

1 ◦ y2|W = x−1

1 ◦π
−1

1 ◦π2 ◦ x2.
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So it suffices to show that π−1

1 ◦π2 is smooth at p2 = π
−1

2 (q). Let p1 = π
−1

1 ◦π2(p2). Now we have by definition of
the projection that

p1 = τ(p2).

Now we see that π−1

1 ◦π2|x2(W ) coincides with τ|x2(W ), which shows that π−1

1 ◦π2 is smooth at p2, as desired. Note
that M → M/τ is a local diffeomorphism by definition of the smooth structure we endowed M/τ.

Now we show the uniqueness of the smooth structure. Suppose that M/τ has two smooth structures (M/τ)1 and
(M/τ)2 making π : M → M/τ a local diffeomorphism. The identity map is smooth from (M/τ)1→ (M/τ)2, and
so is it’s inverse, which shows that the smooth structures are identical.

The example of Sn with τ(x) = −x gives us the real projective space RPn. We clearly have the same interpretation
since the space of 1-dimensional subspaces of Rn+1 can be identified with any point on the hemisphere. The smooth
structure is identical to that described in Exercise 1. So we see that RPn ∼= Sn/∼. �

Exercise 4.

(a) Let N be a differentiable manifold, f : M → N a homeomorphism. Introduce a smooth structure of a
differentiable manifold on M such that f becomes a diffeomorphism. Show that such a differentiable
structure is unique.

(b) Can the boundary of a cube, i.e. the set {x ∈ Rn : max{|x i | : i = 1, . . . , n} = 1} be equipped with a
structure of a differentiable manifold.

(a) First we show that such a smooth structure is unique. Suppose that A and B are two smooth structures
on M making f : M → N a diffeomorphism. Then we see that the composition

(M ,A )
f

−−−−→ N
f −1

−−−−−→ (M ,B)

is smooth and the identity. Hence id : (M ,A )→ (M ,B) is a diffeomorphism, and soA =B .

Now we show the existence of such a smooth structure. LetA := {(Ui ,ϕi)}i∈I be the smooth structure on
N , where Ui ⊆ N and ϕi : Ui → Rn for some n ∈ N . Now consider the family

fA := {( f −1(Ui),ϕi ◦ f )}i∈I .

We claim that fA is a smooth structure on M making f : M → N a diffeomorphism. Since f is a homeo-
morphism we have that f −1(Ui) is open in M for all i ∈ I and that ϕi ◦ f is a homeomorphism for all i ∈ I .
Note that for any i, j ∈ I we have

(ϕi ◦ f ) ◦ (ϕ j ◦ f )−1 = ϕi ◦ ( f ◦ f −1) ◦ϕ−1

j = ϕi ◦ϕ
−1

j ,

which is smooth. This shows that fA is a smooth atlas on M . Now it remains to show that f is a dif-
feomorphism between (M , fA ) and (N ,A ). This clearly holds by definition since for any i, j ∈ I we have
that

ϕi ◦ f ◦ (ϕ j ◦ f )−1 = ϕi ◦ϕ
−1

j

is smooth (whenever the map is defined).

(b) The boundary of a cube can be equipped with a smooth structure. Note that the n-cube is homeomorphic to
Sn−1 and so the boundary of the n-cube is homeomorphic to ∂ Sn−1. Now by Exercise 4(a), we can pullback
the smooth structure of the sphere back onto the boundary of the cube, as desired.

�
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Exercise 5. We equip Rn+1 with the inner product

〈x , y〉 := −x0 y0 + x1 y1 + · · ·+ xn yn

for x = (x0, x1, . . . , xn), y = (y0, y1, . . . , yn). We put

Hn := {x ∈ Rn+1 : 〈x , x〉= −1, x0 > 0}.

Show that 〈·, ·〉 induces a Riemannian metric on the tangent spaces TpHn ⊆ TpRn+1 for p ∈ Hn. Hn is called
hyperbolic space.

We remark that the inner product is called the Lorentzian inner product on Rn+1, and (Rn+1, 〈·, ·〉) is often denoted
R1,n. This is the hyperboloid model of hyperbolic space. It is easy to see geometrically that Hn ⊆ Rn+1 is the upper
sheet of a hyperboloid.

First we show that Hn is a smooth oriented submanifold of Rn+1. Consider the map h : Rn+1 → R be given
by h(x) = 〈x , x〉. Then it is clear that h is everywhere differentiable and that −1 is a regular value of f . Note that
since f (x + y) = f (x) + f (y) + 2〈x , y〉 we have

d fx(y) = 2〈x , y〉,

where we identify TpHn with Rn+1. Note that rank d fx = 1 if and only if x 6= 0. Now we see that

TpHn ∼= ker d fp = {q ∈ Rn+1 : 〈p, q〉= 0}.

Now we define gp : TpHn × TpHn→ R via
gp(v, w) = 〈v, w〉.

We claim that g : Hn → T 2
0 Hn is a Riemannian metric, i.e. a (0, 2)-type symmetric positive definite tensor field.

Fix p ∈ Hn. The symmetry of gp is immediate:

gp(v, w) = 〈v, w〉= −v0w0 + v1w1 + · · ·+ vnwn = 〈w, v〉= gp(w, v).

The bilinearity follows immediately from the bilinearity of 〈·, ·〉 (which is elementary to show). Similarly, we see
that gp(v, v) = 0 if and only if v = 0. Finally, we show that gp is positive-definite. Write p = (p0,bp) ∈ Hn and
consider v = (v0,bv) ∈ TpHn such that v 6= 0. That is to say 〈p, v〉 = 0. Note that if v0 = 0 then gp(v, v) = 〈v, v〉 =
v · v ≥ 0. Now consider the case when x0 6= 0. Then since

0= 〈p, v〉= bp · bv − p0v0 and − 1= 〈p, p〉= bp · bp− (p0)
2

we have that
(v0)

2(bp · bp+ 1) = (p0v0)
2 = (bp · bv)2 ≤ (bv · bv)(bp · bp)

by the Cauchy-Schwartz inequality. So we see that

〈v, v〉(bp · bp)≥ v2
0 ,

which implies that 〈v, v〉> 0. So pointwise we have that gp : TpHn × TpHn→ R is an inner product.

It remains to show that g ∈ Γ (T 2
0 Hn). Clearly, π ◦ g = id, and so we just need to show that g is smooth. This

follows since 〈·, ·〉 is smooth in each coordinate and that TpHn varies acording to the zero set of 〈·, ·〉. Since this
all holds, we see that 〈·, ·〉 induces a Riemannian metric, g, on Hn. �
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Exercise 6. In the notation of Exercise 5, let

s = (−1,0, . . . , 0) ∈ Rn+1

f (x) = s−
2(x − s)
〈x − s, x − s〉

.

Show that f : Hn→ {ξ ∈ Rn : |ξ|< 1} is a diffeomorphism (here, Rn = {(0, x1, . . . , xn)} ⊂ Rn+1). Show that in
this chart, the metric assumes the form

4
(1− |ξ|2)2

dξi ⊗ dξi .

First note that for p ∈ Hn that f (p) is simply the unique point in the ball B := B(0,1) ∩ Rn which intersects the
line connecting p and s. Write p = (p0,bp), and recall that 〈p, p〉= −1 and p0 > 0. So we see that

f (p) = s−
2(p− s)
〈p− s, p− s〉

= s−
2(p− s)

−(p0 + 1)2 + bp · bp
= s+

2(p− s)
2(p0 + 1)

=
p

p0 + 1
+

�

p0

p0 + 1

�

s =
(0,bp)
p0 + 1

.

Now we see that f (p) is clearly smooth as a map Hn→ Rn. We claim that the inverse map is

f −1(x) = h(x) =

�

1+ ‖x‖2

1− ‖x‖2
,

2x1

1− ‖x‖2
, . . . ,

2xn

1− ‖x‖2

�

.

We check for x ∈ B that

( f ◦ h)(x) =
(0,2x1, . . . , 2xn)

(1− ‖x‖2)
�

1+ 1+‖x‖2

1−‖x‖2

� = (0, x1, . . . , xn) = x .

Another direct computation shows that (h ◦ f )(p) = p for p ∈ Hn. It is clear that h : B → Hn is smooth, and so
f is a diffeomorphism. To compute the metric in these local coordinates, we need to pullback the metric of Hn

back onto the unit disk via h.

Write p = (t,ξ) and we see that the metric on Hn is simply

gHn = −d t ⊗ d t +
n
∑

i=1

dξi ⊗ dξi .

Write h(x) = (t(x),ξ(x)) ∈ Hn, where

t(x) =
1+ ‖x‖2

1− ‖x‖2
and ξ(x) =

2x
1− ‖x‖2

.

Now we see (by a slight abuse of notation where we use the variables t and ξ twice) that

h∗gHn = −d t ⊗ d t +
n
∑

j=1

dξ j ⊗ dξ j .

A direct computation shows that d(1− ‖x‖2) = −2〈x , d x〉, where 〈x , d x〉 simply means
∑

x jd x j , and so

d t =
2〈x , d x〉
1− ‖x‖2

+
2(1+ ‖x‖2)〈x , d x〉
(1− ‖x‖2)2

=
2〈x , d x〉 − 2‖x‖2〈x , d x〉+ 2〈x , d x〉+ 2‖x‖2〈x , d x〉

(1− ‖x‖2)2

=
4

(1− ‖x‖2)2
〈x , d x〉,

dξ j =
2d x j

1− ‖x‖2
+

4x j〈x , d x〉
(1− ‖x‖2)2

.

8



We now compute

n
∑

j=1

dξ j ⊗ dξ j =
n
∑

j=1

�

2d x j

1− ‖x‖2
+

4x j〈x , d x〉
(1− ‖x‖2)2

�

⊗
�

2d x j

1− ‖x‖2
+

4x j〈x , d x〉
(1− ‖x‖2)2

�

=
16‖x‖2〈x , d x〉 ⊗ 〈x , d x〉

(1− ‖x‖2)4
+

16〈x , d x〉 ⊗ 〈x , d x〉
(1− ‖x‖2)3

+
4

(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j

=
16‖x‖2〈x , d x〉 ⊗ 〈x , d x〉+ 16〈x , d x〉 ⊗ 〈x , d x〉 − 16‖x‖2〈x , d x〉 ⊗ 〈x , d x〉

(1− ‖x‖2)4
+

4
(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j

=
16

(1− ‖x‖2)4
〈x , d x〉 ⊗ 〈x , d x〉+

4
(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j

= d t ⊗ d t +
4

(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j .

Now it is clear that

h∗gHn =
4

(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j + d t ⊗ d t − d t ⊗ d t =
4

(1− ‖x‖2)2

n
∑

j=1

d x j ⊗ d x j .

By relabeling the x-variables to ξ-variables we have the desired result (in the form stated in the problem). �

Exercise 7. Determine the geodesics of Hn in the chart given in Exercise 6. (The geodesics through 0 are the
easiest ones.)

Fix p ∈ Hn and v ∈ TpHn. Define

γv
p(t) :=

¨

cosh(t‖v‖p)p+
�

sinh(t‖v‖p)
‖v‖p

�

v if v 6= 0,

p if v = 0.

Note that γv
p(0) = p. Now suppose that v 6= 0. Since 〈·, ·〉 is bilinear we have

〈γv
p(t),γ

v
p(t)〉= cosh2(t‖v‖p)〈p, p〉+ 2cosh(t‖v‖p) sinh(t‖v‖p)〈p, v〉+ sinh2(t‖v‖p)

= − cosh2(t‖v‖p) + sinh2(t‖v‖p)

= −1.

Hence, γv
p : R→ Hn. Now we show that γv

p is a constant speed curve. A direct computation shows that

d
dt
γv

p(t) = ‖v‖p sinh(t‖v‖p)p+ cosh(t‖v‖p)v.

Since the Riemannian metric at every point q ∈ Hn is simply given by 〈·, ·〉 we have that

‖(γv
p)
′(t)‖2 = 〈(γv

p)
′(t), (γv

p)
′(t)〉

= sinh2(t‖v‖p)‖v‖2
p〈p, p〉+ cosh2(t‖v‖p)〈v, v〉

= − sinh2(t‖v‖p)‖v‖2
p + cosh2(t‖v‖p)‖v‖2

p

= ‖v‖2
p

�

cosh2(t‖v‖p)− sinh2(t‖v‖p)
�

= ‖v‖2
p.
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So we see that ‖(γv
p)
′(t)‖γv

p(t)
= ‖v‖p. Recall that the length functional is given by

L(γ) :=

∫ b

a













dγ
dt
(t)













dt.

Let z := (1,0, . . . , 0) ∈ Hn. Now fix t0 > 0 and consider any curve γ= (γ0, . . . ,γn) connecting z to

γ(1) := (cosh t0, 0, . . . , 0, sinh t0).

Now using the mapping in Exercise 6, we have that

LHn(γ) = LB( f ◦ γ) = LB

�

γ1

1+ γ0
, . . . ,

γn

1+ γ0

�

.

Furthermore, using the result of Exercise 6 we obtain

LB

�

γ1

1+ γ0
, . . . ,

γn

1+ γ0

�

≥ LB

�

γ1

1+ γ0
, . . . , 0

�

.

Now define the curve

α(t) :=
γ1(t)

1+ γ0(t)
.

A computation shows us that

LB(α, 0, . . . , 0) =

∫ 1

0

2‖α′(t)|
1−α(t)2

dt ≥
∫ 1

0

2α′(t)
1−α(t)2

dt

= 2

∫ α(1)

0

1
1− s2

ds = 2 tanh−1(α(1)).

Recall that

cosh(2 tanh−1(t)) =
1+ t2

1− t2
,

and
(γ0(1))2 − (γ1(1))2 = 1.

So cosh(2 tanh−1(α(1))) = γ0(1) = cosh(t0), and we deduce that

LHn(γ)≥ LB(α, 0, . . . , 0)≥ t0.

On the other hand, note that the curve γ(t0,0,...,0)
z connects γ(0) to γ(1) and that

LHn(γ(t0,0,...,0)
z ) = t0.

So we see that γ(t0,0,...,0)
z is globally length minimizing, and hence a critical point of both the length functional and

the energy

E(γ) :=

∫ b

a













dγ
dt
(t)













2

dt.

Since geodesics are critical points of the energy E, we deduce that γ(t0,0,...,0)
z is a geodesic.

Note that rotations around the x0-coordinate are isometries of Hn. To formalize this, let

SOHn := {A∈ SO(n+ 1,R) : A>11,nA= 11,n},
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where

11,n :=

















−1 0 · · · 0

0
...

0

1n×n

















.

Note that 11,n is the matrix which corresponds to the quadratic form 〈·, ·〉. Now fix A∈ SOHn and let γ be a curve
in Hn. Now let

γA(t) := γ(t)A>.

Note that γ′A(t) = γ
′(t)A> and that

〈vA>, wA>〉x = vA>11,nw> = v11,nw> = 〈v, w〉z ,

for any v, w ∈ TzHn and x = zA>. So we see that γA is a geodesic if and only if γ is a geodesic. Furthermore, we
see that

(γv
z )A
> = γvA>

zA> .

Since SO(n) acts transitively on Sn we see that

{(0, t, 0, . . . , 0)A>, t ≥ 0, A∈ Stab(SOHn)}= TzHn,

in particular, we see that
{γv

p : p ∈ Hn, v ∈ TpHn}= {γ(0,t0,...,0)
z A : A∈ SOHn}.

Since γ(0,t0,0,...,0)
z is a geodesic we deduce that γv

p is a geodesic for any p ∈ Hn and v ∈ TpHn.

Now we verify that these are geodesics by using the Euler-Lagrange equations for the energy. We begin by com-
puting the Christoffel symbols in the x-coordinates introduced in Exercise 6:

Γ i
j,k =

1
2

�

(1− ‖x‖2)2

4

�

δ`i

�

16
(1− ‖x‖2)3

�

�

x kδ
j
`
+ x jδk

` − x`δ j
k

�

=
2

1− ‖x‖2

n
∑

`=1

�

x kδ`iδ
j
`
+ x jδ`iδ

k
` − x`δ`iδ

j
k

�

=
2

1− ‖x‖2

�

x kδ
j
i + x jδk

i − (x
j + x k)δk

j

�

,

where δ j
i is the Kronecker delta symbol. Now consider eγ(t) = t(0, 1,0, . . . , 0) ∈ B for 0≤ t < 1. We reparameter-

ize eγ to by arc length to obtain
γ(s) = eγ (α(s)) = (p(s), 0, . . . , 0)

for some function α : [0, S]→ [0, 1] such that ‖γ′(s)‖= 1 for all s ∈ [0, 1). We compute

‖γ′(s)‖= |α′(s)|〈(0,1, 0, . . . , 0), (0, 1,0, . . . , 0)〉=
|α′(s)|

1− |α(s)|2
.

Hence, if ‖γ′(s)‖= 1 we have that

α′(s) =
1− |α(s)|2

2
with α(0) = 0. Clearly, we have that the solution is given by

α(s) =
es − 1
es + 1

.
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Furthermore, by differentiating the above differential equation once more we find that α′′ = −αα′. Now we are
in a position to compute

∇γ̇γ̇=∇γ̇
�

α̇∂x1

�

= γ̇(α̇)∂x1
+ (α̇)2

n
∑

k=1

Γ k
1,1∂xk

= α̈∂x1
+ 2(α̇)2

α

1−α2
∂x1

=
�

−αα̇+ 2(α̇)2α(1−α2)−1
�

∂x1

= αα̇(−1+ 2α̇(1−α2)−1)∂x1

= 0.

Note that since the parameter s goes from 0 to∞ we see that L(γ) with respect to g is infinite. Nevertheless, γ
is a geodesic. Note that

f (γ(0,1,0,...,0)
z (t)) = γ(t) ∈ B,

and so we have indeed verified that these are geodesics of Hn in these coordinates.
This solution still needs to be cleaned up a little bit! �

Lemma 2. Let (M , g) be a Riemannian manifold, p ∈ M, and f : M → M an isometry such that d fx(v) = v for
some v ∈ Tp M. Then for the geodesic γ : [a, b]→ M with γ(0) = x and γ̇(0) = v, we have that f ◦ γ= γ.

Proof. Note that since f is an isometry, we see that f ◦ γ is also a geodesic. By the conditions on f we see that
( f ◦γ)(0) = f (x) = x and that ( f ◦γ)′(0) = v. Hence, by the uniqueness of geodesics we have that f ◦γ= γ.

Exercise 8. Determine the exponential map of the sphere Sn, for example at the north pole p. Write down
normal coordinates. Compute the supremum of the radii of balls in TpSn on which expp is injective. Where
does expp have maximal rank?

Recall the description of the tangent bundle:

TSn := {(p, v) ∈ Sn ×Rn+1 : p · v = 0}.

Fix (p, v) ∈ TSn. Consider the reflection operator Rv
p : Rn+1 → Rn+1 which fixes pointwise the plane spanned by

{p, v}, and reverses all vectors perpendicular to p and v. Note that Rv
p is clearly an isometry from Rn+1 to Rn+1.

In particular, since the standard metric on Sn is that which is induced from Rn+1 we deduce that Rv
p|Sn : Sn → Sn

is an isometry. Furthermore, we see Rv
p(p) = p and that (dRv

p)p(v) = v.

Now let γ : [a, b] → Sn ⊆ Rn+1 be the geodesic satisfying γ(0) = p and γ̇(0) = v. By Lemma 2 we see that
R ◦ γ= γ. In particular, we see that γ([a, b]) ∈ Sn ∩ span{p, v}. So we see that the geodesic takes the form

γ(t) = c(t)p+ s(t)
v
‖v‖

for some smooth functions c : [a, b]→ R and s : [a, b]→ R. Now we determine c and s. Note that since p · v = 0
and since γ is lies on the sphere we have that

‖γ(t)‖2 = |c(t)|2 + |s(t)|2 = 1.
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So there exists some r ∈ R such that for all t ∈ [a, b] that c(t) = cos(r t) and s(t) = sin(r t). Since ‖γ̇(t)‖ = ‖v‖
we find that r = ‖v‖. So we see that the geodesic starting from p in direction v is given by

γ(t) = cos(t‖v‖)p+
�

sin(t‖v‖)
‖v‖

�

v.

Now we can immediately read off what the exponential map is. We have for all nonzero v ∈ TpSn,

expp(v) = γv(1) = cos(‖v‖)p+ sin(‖v‖)
v
‖v‖

,

and expp(0) = p.

Let
Vp := {v ∈ Tp M : ‖v‖< π},

and Up := expp(Vp) = S2 \ {−p}. So we can write normal polar coordinates of the sphere as

(r, v) 7→ expp(rv).

Now we simply compute in these coordinates

g = dr2 + sin2(r)gSn−1

Note that the injectivity radius is π. This is clear from the expression of expp(v) since expp : Vp → Up is
a diffeomorphism, but expp(∂ Sn

TpSn(0,π)) = {−p}. Now we compute the rank of the linear map (d expp)v :
Tv(TpSn) → Texpp(v)S

n for v ∈ TpSn. Suppose that v 6= 0 since we already know that (d expp)0 ∼= id. Identify
w ∈ Tv(TpSn)∼= TpSn with the curve α(t) = v + tw; then,

(d expp)v(w) =
d
dt

�

�

�

�

t=0

expp(v + tw) =
d
dt

�

�

�

�

t=0

�

cos(‖v + tw‖)p+ sin(‖v + tw‖)
v + tw
‖v + tw‖

�

= −
v ·w+ t‖w‖2

‖v + tw‖
sin(‖v + tw‖)p+

v ·w+ t‖w‖2

‖v + tw‖2
cos(‖v + tw‖)(v + tw)

+
sin(‖v + tw‖)
‖v + tw‖

w−
v ·w+ t‖w‖2

‖v + tw‖3
sin(‖v + tw‖)(v + tw)

�

�

�

�

t=0

= −
v ·w
‖v‖

sin‖v‖p+
v ·w
‖v‖2

cos‖v‖v +
sin‖v‖
‖v‖

w−
v ·w
‖v‖3

sin‖v‖v

Now it is clear that rank(d expp)v = n for all v ∈ TpSn with ‖v‖ 6= kπ for k ∈ Z. Also, we have that rank(d expp)v =
1 for v ∈ TpSn with ‖v‖= kπ for k ∈ Z since the map above simply reduces to multiplication by a scalar. �

Definition 3. Let w1, . . . , wn ∈ Rn be linearly independent. Consider the equivalence relation, ∼, on Rn where
we say that z1 ∼ z2 if there are m1, m2, . . . , mn ∈ Z with

z1 − z2 =
n
∑

i=1

miwi .

Now define the flat torus generated by {w1, . . . , wn} to be Tn := Rn/∼. We make Tn a smooth n-manifold as
follows: Suppose Uα ⊆ Rn is open and does not contain any pair of equivalent points. We then put Vα := π(Uα)
and ϕiα= (π|Uα)

−1. Then (Vα,ϕα) form a smooth atlas on Tn. �

Exercise 9. Same as Exercise 8 for the flat torus generated by (1,0) and (0,1) in R2.
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Let T2 be the flat torus generated by (1, 0) and (0, 1). Note that T2 inherits the Riemannian metric from R2, and
is in particular locally isometric to R2. A trivial computation shows that the Christoffel symbols are

Γ i
j,k = 0.

Hence, the geodesic equation becomes ẍ(t) = 0. Now fix x ∈ T2 and then all geodesics are given by

γv
x(t) = (x + t v)/∼,

for v ∈ TxT2. In particular, we have that expx : TxT2 ∼= R2→ T2 is given by

expx(v) = [x + v]∼.

Now we compute

(d expx)v(w) =
d
dt

�

�

�

�

t=0

expx(v + tw) =
d
dt

�

�

�

�

t=0

[x + v + tw] = [w].

In particular, we see that rank(d expx)v is maximal for all v ∈ TxT2. Finally, we see that the injectivity radius of
expx is exactly 1/2. �

Exercise 10. What is the transformation behavior of the Christoffel symbols under coordinate changes? Do
they define a tensor?

Let (x i : i ∈ I) and (yα : α ∈ Λ) denote two coordinate systems on some neighborhood of a manifold M . Note
that since g is a (0, 2)-type tensor we have that

egαβ =
∂ x i

∂ yα
∂ x j

∂ yβ
gi j .

Similarly, we have that

egαβ =
∂ yα

∂ x i

∂ yβ

∂ x j
g i j .

Now we compute

egαβ ,γ =
∂

∂ yγ

�

∂ x i

∂ yα
∂ x j

∂ yβ
gi j

�

=
∂ x i

∂ yα
∂ x j

∂ yβ
∂ x k

∂ yγ
gi j,k + gi j

∂

∂ yγ

�

∂ x i

∂ yα
∂ x j

∂ yβ

�

.

Now substituting this back into the definition of Christoffel symbols in the x-coordinates gives us that

eΓ
γ

αβ
=

1
2
egγδ(egαδ,β + egβδ,α − egαβ ,δ)

=
1
2

�

∂ yγ

∂ x i1

∂ yδ

∂ x j1
g i1 j1

���

∂ x i2

∂ yα
∂ x j2

∂ yδ
∂ x k2

∂ yβ
gi2 j2,k2

+ gi2 j2

∂

∂ yβ

�

∂ x i2

∂ yα
∂ x j2

∂ yδ

��

+

�

∂ x i3

∂ yβ
∂ x j3

∂ yδ
∂ x k3

∂ yα
gi3 j3,k3

+ gi3 j3

∂

∂ yα

�

∂ x i3

∂ yβ
∂ x j3

∂ yδ

��

−
�

∂ x i4

∂ yα
∂ x j4

∂ yβ
∂ x k4

∂ yδ
gi4 j4,k4

+ gi4 j4

∂

∂ yδ

�

∂ x i4

∂ yα
∂ x j4

∂ yβ

���

=
∂ yγ

∂ x i

�

Γ i
jk
∂ x j

∂ yα
∂ x k

∂ yβ
+

∂ 2 x i

∂ yα∂ yβ

�

.
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The last equality follows from simple algebraic manipulations.

We now provide another (more elegant) method to derive the transformation behavior. Recall that in local coor-
dinates x = (x1, . . . , xn) the Christoffel symbols are given by

(∇X Y )i = X Y i + Γ i
jkX jY k.

Now consider a coordinate transformation y = y(x) = (y1, . . . , yn). Let ∂i =
∂
∂ x i and e∂ j =

∂
∂ y j . We compute

∇∂i
∂ j = Γ

k
i j∂k.

We now see that

∇
e∂i
e∂ j = eΓ

k
i j
e∂k

=
∂ xα

∂ y i
∇∂α

�

∂ xβ

∂ y j
∂β

�

=
∂ xα

∂ y i

�

∂ xβ

∂ y j
∇∂α∂β + ∂α

�

∂ xβ

∂ y j

�

∂β

�

=
∂ xα

∂ y i

∂ xβ

∂ y j

∂ yk

∂ xγ
Γ
γ

αβ
∂γ +

∂ 2 xβ

∂ y i∂ y j
∂γ∂β .

Now we conclude that

eΓ k
i j =

∂ xα

∂ y i

∂ xβ

∂ y j

∂ yk

∂ xγ
Γ
γ

αβ
+
∂ yk

∂ xγ
∂ 2 xγ

∂ y i∂ y j
,

which is exactly the same result as the first method (up to relabeling).

The important thing to note is that the Christoffel symbols are not tensors since their transformation laws are not
the same as those of any (r, s)-type tensor. �

Exercise 11. Let c0, c1 : [0,1]→ M be smooth curves in a Riemannian manifold. If d(c0(t), c1(t)) < i(c0(t))
for all t, there exists a smooth map c : [0, 1] × [0,1] → M with c(t, 0) = c0(t), c(t, 1) = c1(t) for which the
curves c(t, ·) are geodesics for all t.

Fix t ∈ [0,1]. Note that since d(c0(t), c1(t)) < i(c0(t)) we have that the c1(t) ∈ expc0(t)(i(c0(t))). In particular,
since expc0(t) is injective on a ball (in the tangent space) with radius i(c0(t)) there exists a unique vector vt ∈
Tc0(t)M such that c1(t) = expc0(t) vt . Now we simply define c : [0, 1]× [0,1]→ M via

c(t, s) = expc0(t)(svt).

Note that
c(t, 0) = expc0(t)(0 · vt) = c0(t) and c(t, 1) = expc0(t)(vt) = c1(t),

by choice of vt . Furthermore, by definition of the exponential map we see that s 7→ c(t, s) = expc0(t)(svt) is a
geodesic for all t ∈ [0,1]. Finally, we have that c is smooth since the exponential map is a smooth function of
both it’s base point and vector argument. �

Exercise 12. Consider the surface S of revolution obtained by rotating the curve (x , y = ex , z = 0) in the
plane, i.e. the graph of the exponential function, about the x-axis in Euclidean 3-space, equipped with the
induced Riemannian metric from that Euclidean space. Show that S is complete and compute its injectivity
radius.
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First we show that S is a closed subset of R3. Recall that we can parameterize using coordinates in R2 via the
function ϕ : U ⊆ R2→ R3 given by

ϕ(u, v) = (u, eu cos(v), eu sin(v)) ,

where
U := {(u, v) ∈ R2 : v ∈ [0, 2π)}.

Note that since ∂u(u)+∂u(eu) = 1+ eu 6= 0 and since eu 6= 0 we have that ϕ : U → R3 is an immersion. To consider
the entire surface of revolution we consider the chart eϕ : eU → R3 given by ϕ(u, v), where eU = {(u, v) ∈ R2 :
v ∈ [π, 5π/2)}; the transition functions are simply the identity map. Now consider a sequence {pn}n∈N ⊆ S that
converges (with respect to the Euclidean norm) to some point y ∈ R3. Now for every n ∈ N let (un, vn) ∈ U be
the coordinates of the point pn ∈ S. Since pn converges, we see that (un, vn)→ (u, v) ∈ U . By continuity of ϕ, we
see that y = ϕ(u, v) ∈ S, and so S is closed. In particular, we see that S ,→ R3 is a proper embedding.

Let g denote the induced metric on S. We claim that dS(p, q) ≥ dR3(p, q) for all p, q ∈ S. Let ι : S ,→ R3 be the
inclusion map. If γ : [a, b]→ S is a piecewise smooth curve from p to q in S then ι ◦γ is a piecewise smooth curve
from p to q in R3. Since

Lg(γ) = LR3(ι ◦ γ)≥ dR3(p, q)

holds for all such γ, we can take the infimum over all admissible curves on the left hand side to deduce that

dS(p, q)≥ dR3(p, q). (1)

Now we use this to show that (S, dS) is complete as a metric space. Let {pn}n∈N be a Cauchy sequence in S. By (1)
we see that {pn}n∈N is also a Cauchy sequence in R3 with the usual metric. In particular, pn→ x for some p ∈ R3.
Since S is closed, we deduce that p ∈ S, and so (S, dS) is complete. By the Hopf-Rinow theorem we deduce that
(S, g) is geodesically complete.

Now we compute the injectivity radius of S. Visually, we see that S pinches off as x →∞, and so we should
expect the injectivity radius of S to be zero. Note that since S is geodesically complete, the exponential map is
defined on all of TpS for all p ∈ S; therefore, computing the injectivity radius comes down to computing where
expp is injective. Recall that ‖w‖ = L(expp tw|t∈[0,1]) for v ∈ TpS. Now fix a point x ∈ R and consider the point
p = (x , ex , 0) ∈ S. Note that in the direction w = (0,0, 1) ∈ TpS the curve traversed is a circle with radius ex . So
we see that ιS(p)≤ ex . Now by considering a sequence xn→−∞ we see that

0≤ ι(S)≤ lim
n→∞

ιS(pn) = 0.

So we see that the injectivity radius is zero. �

Exercise 13. Show that the structure group of the tangent bundle of an oriented d-dimensional Riemannian
manifold can be reduced to SO(d).

Let M be a d-dimensional oriented Riemannian manifold. First we show that the Riemannian metric allows us to
reduce the structure group to O(d). Let {Uα} be an open cover of M which trivializes the tangent bundle T M .
In particular, over Uα we have sections s1, . . . , sd : Uα → T M such that {si(p) : i = 1, . . . , d} is a basis of Tp M
for every p ∈ Uα. Now consider a point p ∈ Uα ∩ Uβ and let t1, . . . , td be the corresponding sections over the
coordinates in Uβ . In particular, we have that {t i(p) : i = 1, . . . , d} is another basis for Tp M . Now we have a
change of basis matrix gαβ (p) which transforms {t i(p)} to {si(p)}, i.e. si(p) = gαβ (p)t i(p) for i = 1, . . . , d.

Now we can use the Riemannian metric, which is simply a inner product on Tp M , to apply the Gram-Schmidt
process to obtain an orthonormal basis of Tp M . So without loss of generality, we can assume that both {si(p)}
and {t i(p)} are orthonormal basis of Tp M . Now we see that

δ
j
i = 〈si(p), s j(p)〉p = 〈gαβ (p)t i(p), gαβ (p)t j(p)〉p,
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where 〈·, ·〉p is the Riemannian metric on Tp M . Furthermore, we have that

δ
j
i = 〈t i(p), t j(p)〉p,

and so we deduce that
〈gαβ (p)t i(p), gαβ (p)t j(p)〉p = 〈t i(p), t j(p)〉p.

That is to say that gαβ preserves the Riemannian metric, and is in particular an element of O(d).

Now since M is also oriented, we choose that sections corresponding to each atlas in a unique way such that
the transition functions satisfy det gαβ (p) > 0. Since the Gram-Schmidt procedure above preserves the sign
of the determinant, we can apply the above process to reduce the structure group of the tangent bundle to
O(d)∩GL+(d,R) = SO(d). �

Exercise 14. Can one define the normal bundle of a differentiable submanifold of a differentiable manifold
in a meaningful way without introducing a Riemannian metric?

Yes, one can define the normal bundle of smooth submanifold of smooth manifold in a meaningful way without
introducing a Riemannian metric. More generally, one can define the normal bundle of an immersed submanifold.

Let i : M → N be an immersion. We now define the normal bundle via the short exact sequence

0→ T M → i∗T N → NN/M → 0,

where NN/M := i∗T N/T M . Here i∗T N is the pullback of the tangent bundle of N back onto M ; this is simply the
restriction of the tangent bundle of N to i(M) if M ⊆ N . Explicitly, if M ⊆ N is an embedded submanifold, then
at some point p ∈ M the fiber of the normal bundle (NN/M )p is simply the quotient vector space TpN/Tp M . �

Exercise 15. Let M be a differentiable submanifold of the Riemannian manifold N . M then receives an
induced Riemannian metric, and this metric defines a distance function and a topology on M . Show that this
topology coincides with the topology on M that is induced from the topology of N .

Let g denote the Riemannian metric on N . Let i : M → N be the embedding of M into N . Let eg := i∗g denote the
induced Riemannian metric on M . Recall the definition of the distance functions:

dN (p, q) = inf{L(γ) : γ : [a, b]→ N piecewise smooth ,γ(a) = p,γ(b) = q}
dM (x , y) = inf{L(α) : α : [a, b]→ M piecewise smooth ,α(a) = x ,α(b) = y}.

Now consider some local coordinates (x1, . . . , xm) on some open neighborhood U ⊆ M where m = dim m. Now
fix some point p ∈ U and let 0 < ε < 1 be small enough such that B := BRm(x (p),ε) ⊆ U . Now let y ∈ B and
v ∈ Rm and note that

eg(v, v) = i∗gq(v, v) = gq(dip(v), dip(v)),

and so there exists a positive constant λ > 0 such that

1
λ2
‖di(v)‖2 ≤ egi j(y)v

i v j ≤ λ2‖dip(v)‖2.

Now since i : M → N is an embedding we have that di is injective for all p ∈ M and that the topology on i(M) =
M ⊆ N coincides with the induced topology of N . Since dip is nonsingular (and since i is a diffeomorphism), we
have that that there exists some constant µ > 0 such that for all point y ∈ B,

1
µ2
‖v‖2 ≤ ‖di(v)‖2 ≤ µ2‖v‖2.
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So we deduce that
1
λ2µ2

‖v‖2 ≤ egi j v
i v j ≤ λ2µ2‖v‖2

in B. Now fix x , y ∈ B and let γ : [a, b]→ B be a piecewise smooth curve (into the parameterization of M) with
γ(a) = x and γ(b) = y . In local coordinates we have that

L(γ) =

∫ b

a

q

egi j(γ(t))γ̇i(t)γ̇ j(t) dt ≥
1
λµ

∫ b

a

‖γ̇(t)‖ dt ≥
1
λµ
‖x − y‖.

So by taking the infimum over all such admissible curves in the definition of d(x , y) we see that

1
λµ
‖x − y‖ ≤ d(x , y)≤ L(eγ)≤ λµ‖x − y‖,

where eγ is simply the straight line between x and y in B. Since this holds we have that

B
eg

�

x ,
δ

λµ

�

⊆ BRm(x ,δ) ⊆ B
eg(x ,λµδ)

for all δ ≤ ε/(µλ). In particular, we have that the topology on M coincides with the topology on N . Furthermore,
since i is a homeomorphism we conclude by noting that the topology on M = i(M) also coincides with the induced
topology from N . �

Exercise 16. We consider the constant vector field X (x) = a for all x ∈ Rn+1. We obtain a vector field eX (x)
on Sn by projecting X (x) onto TxSn for x ∈ Sn. Determine the corresponding flow on Sn.

Let 1n+1 be the (n+ 1)× (n+ 1) identity matrix. Note that the projection onto the tangent space TxSn is simply
given by

Px := 1n+1 − x x> : Rn+1→ TxSn.

Now we see that
eX (x) = Px(X (x)) = Px(a) = (1n+1 − x x>)a = a− x x>a = a− 〈a, x〉x .

For any p ∈ Sn, the flow associated to eX is given by the solution to the following ODE
¨

γ̇(t) = eX (γ(t))
γ(0) = p.

Expanding this out we see that γ : I → Sn must satisfy γ̇(t) = a−〈a,γ(t)〉γ(t). Note that there are two fixed point
solutions given by the initial conditions satisfied by γ0(t) = ±a/‖a‖.

Fix a ∈ Rn+1. By considering an SO(n + 1,R) action on the usual coordinates of Rn+1 we can assume that we
have Cartesian coordinates such that a = (a0, 0, 0, . . . , 0) ∈ Rn+1. We begin by solving the flow map for any initial
condition on the circle C = {x = (x0, x1, 0, . . . , 0) : x2

0 + x2
1 = 1, x0 ≥ 0} ⊆ Sn. The ODE above reduces to the

following two real valued ODEs:
¨

γ̇0(t) = a0 − a0γ0(t)2,

γ̇1(t) = −a0γ0(t)γ1(t).

It isn’t hard to find that solutions are given by γ0(t) = tanh(at − c0) and γ1(t) = c1 sech(at − c0). Solving for the
constants c0 and c1 in terms of the initial conditions x = (x0, x1, 0, . . . , 0) ∈ C we find that c0 = −arctanh(x0) and
c1 =

x1p
1−x2

0

.
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We can now take the solutions on C and act on them using an arbitrary SO(n+1,R) group action which preserves
the a-axis, i.e. any rotation around a, and we will generate all of the integral curves starting from any initial point
on Sn. So given any point p ∈ Sn the solution is given up to an SO(n+ 1,R) action by the solutions on C . This of
course hits all initial points since SO(n+ 1,R) acts transitively (and isometrically) on Sn. �

Exercise 17. Let T be the flat torus generated by (1, 0) and (0,1) ∈ R2, with projection π : R2→ T. For which
vector fields X on R2 can one define a vector field π∗X on T in a meaningful way? Determine the flow of π∗X
on T for a constant vector field X .

Since π : R2 → T is a local diffeomorphism with dπ = id locally, we see that a vector field X ∈ X(R2) must be
1-periodic for π∗X ∈ X(T) to make sense.

Let X = (a1, a2) be a constant vector field on R2. This induces (via the pullback of π) a constant vector field

X |p = a1
∂

∂ x1
+ a2

∂

∂ x2

on T, where (x1, x2) represent the local coordinates of p. The trajectories in R2 are simply straight lines in the
direction (a1, a2). When we factor the flow map of X in R2 by Z2 we see that the effect on these straight lines is
as follows: when a trajectory hits the upper edge of the square [0, 1]2 it continues from the corresponding points
on the lower edge; when it hits the right edge it continues from the corresponding point on the left edge, and so
on. So the flow map Φ : T×R→ T is given by,

Φ((x1, x2), t) = (x1 + a1 t, x2 + a2 t) mod 1.

Note that if (a1, a2) is irrational then the flow map is dense in T for any initial condition. Otherwise, the flow map
hits each edge at a finite number of points, and is therefore, in this case, periodic for any initial condition. �

Exercise 18. Compute the formula for the Lie derivative (in the direction of a vector field) for a p-times
contravariant and q-times covariant tensor.

Fix a smooth vector field X on M , and let Φ denote its flow map. Let S ∈ Γ (T s
r M) and T ∈ Γ (T q

p M). Then,

(Φt)
∗(S ⊗ T )p = ((Φt)

∗S)p ⊗ ((Φt)
∗T )p

for any point p ∈ M . Now by differentiating at t = 0 we have that

LX (S ⊗ T ) =LX S ⊗ T + S ⊗LX T.

In particular, consider a monomial tensor field written locally as T = X1⊗· · ·⊗ · · ·X r ⊗α1⊗· · ·⊗αs. Then we see
that

LX T =
r
∑

i=1

X1 ⊗ · · · ⊗LX X i ⊗ · · · ⊗ X r ⊗α1 ⊗ · · · ⊗αs +
s
∑

j=1

X1 ⊗ · · · ⊗ X r ⊗α1 ⊗ · · ·LXα
j ⊗ · · · ⊗αs.

Now by considering the (r, s)-type tensor fieldLX T as a multilinear map over theC∞(M)moduleΩ1(M)r×X(M)s
we see that for any smooth 1-forms ((0, 1)-type tensors) α1, . . . ,αr and smooth vector fields Y1, . . . , Ys that for any
(r, s)-type tensor T that

(LX T )(α1, . . . ,αr , Y1, . . . , Ys) = X (T (α1, . . . ,αr , Y1, . . . , Ys))−
r
∑

i=1

T (α1, . . . ,LXα
i , . . . ,αr , Y1, . . . , Ys)

−
s
∑

j=1

T (α1, . . . ,αr , Y1, . . . ,LX Yj , . . . , Ys).
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This is fairly easy to compute in coordinates since we know that LX Yj = [X , Yj] and for any 1-form α = α jd x j

we have that LXα=
�

∂ α j

∂ x i X i + ∂ X i

∂ x jωi

�

d x j . �

Theorem 4. Let X ∈ X(M) be a vector field on M. Then the Lie derivative LX is the unique derivation of the tensor
algebra T (V ) with the following properties:

• LX f = 〈d f , X 〉= X f for all f ∈ C∞(M),

• LX Y = [X , Y ] for all X , Y ∈ X(M)

• LX commutes with the contraction operator tr : T s+1
r+1 M → T s

r M.

Exercise 19. Show that for arbitrary vector fields X , Y , the Lie derivative satisfies

LX ◦LY −LY ◦LX =L[X ,Y ].

First, we show that the Lie bracket of vector fields satisfies the Jacobi identity. We have

[[X , Y ], Z] = [X Y − Y X , Z] = X Y Z − Y X Z − ZX Y + ZY X .

On the other hand, we have that

[X , [Y, Z]] + [Y, [X , Z]] = X Y Z − X ZY − Y ZX + ZY X

+ Y ZX − Y X Z − ZX Y + X ZY.

So we have that
[[X , Y ], Z] = [X , [Y, Z]] + [Y, [Z , X ]].

Now by using the anticommutativity of the Lie bracket we have the desired Jacobi identity

[[X , Y ], Z] + [[Y, Z], X ] + [[Z , X ], Y ] = 0.

Now note that for any vector field Z ∈ X(M) we have that

L[X ,Y ]Z = [[X , Y ], Z] and (LX ◦LY )Z − (LY ◦LY )Z = [X , [Y, Z]]− [Y, [X , Z]].

So in particular, using the Jacobi identity and the anticommutativity of the Lie bracket we have

L[X ,Y ]Z − (LX ◦LY )Z + (LY ◦LY )Z = [[X , Y ], Z]− [X , [Y, Z]] + [Y, [X , Z]]
= [[X , Y ], Z] + [[Y, Z], X ]− [[X , Z], Y ]
= [[X , Y ], Z] + [[Y, Z], X ] + [[Z , X ], Y ]
= 0.

So we have that [LX ,LY ]Z = L[X ,Y ]Z . Now note that [LX ,LY ] is a derivation the tensor algebra since it is
the commutator of derivations. Finally, since the contraction commutes with both LX and LY we have that it
commutes with L[X ,Y ]. So by Theorem 4 we have that [LX ,LY ] =L[X ,Y ] for all (r, s)-type tensor fields. �

Exercise 20. Prove Corollaries 4.2.3 and 4.2.4 below with the arguments used in the proofs of Theorem 1.4.5
and Corollary 1.4.2.
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Corollary 4.2.3 (Gauss Lemma). Let p ∈ M, v ∈ Tp M, c(t) := expp t v the geodesic with c(0) = p, ċ(0) = v
(t ∈ [0,1]), assuming that v is contained in the domain of the definition of expp. Then for any w ∈ Tp M

〈v, w〉= 〈(d expp)v(v), (d expp)v(w)〉,

where (d expp)v , the differential of expp at the point v, is applied to the vectors v and w considered as vectors tangent
to Tp M at the point v.

Proof. Let p ∈ M be fixed. Let {ei}ni=1 be an orthonormal frame of the tangent spaces in a neighborhood of p.
Note that for every point x ∈ im(expp) we can uniquely write

x = expp

�

x iei

�

.

Now we see that the family of functions {x i}ni=1 for a local coordinate system in a neighborhood of p. Clearly, in
these coordinates we have that the geodesics are given by γ(t) = t v for any v ∈ Tp M . In particular, by taking
v = ei we deduce that

gi j(p) =
­

∂

∂ x i
(0),

∂

∂ x j
(0)
·

= 〈ei , e j〉= δi j .

This equality only holds at the point p ∈ M . Note that the geodesic equations are given by

Γ k
i j(γ(t))v

i v j = 0.

If we multiply this equation by t2 we deduce that

Γ k
i j(γ(t))x

i x j = 0. (2)

Since the tangent vector has a constant length along γ(t), i.e. gi j(γ(t))v i v j = gi j(p)v i v j = v i v j , we can multiply
the above by t2 to obtain

gi j x
i x j = x i x j

along γ(t). Now by expanding out the definition of the Christoffel symbols in (2) we deduce that

1
2

�

∂ j gik + ∂i g jk − ∂k gi j

�

x i x j = 0.

Equivalently, that is to say

∂ j gik x i x j =
1
2
∂k gi j x

i x j =
1
2
∂k

�

gi j x
i x j
�

− gk j x
j = x k − gk j x

j .

Note that on the left hand side we also have

∂ j gik x i x j = ∂ j(gi j x
i)x j − gik x i ,

and so we deduce ∂ j(gik x i)x j = x k, which implies

∂ j(gik x i − x k)x j = 0.

Hence, along γ(t),
d
dt
(gik x i − x k) = 0.

Since at p we have gik x i − x k = 0 we deduce that in the domain of expp that

gik x i = x k.

Now the result immediately follows:

〈(d expp)v(v), (d expp)v(w)〉= gi j(v
1, . . . , vn)v iw j = 〈v, w〉.
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We provide a second proof that is also based on the ideas in Theorem 1.4.5 and Corollary 1.4.2

Proof. Let s 7→ v(s) be a smooth curve in the domain of expp. Now define γ(t, s) := expp(t v(s)). We regard γ as
a variation of the geodesic γ(t, 0) = expp(t v(0)). Now we compute the energy of the geodesic t 7→ γ(t, s) for all
s in the domain of v:

E(γ(·, s)) =
1
2

∫ 1

0

g
�

∂

∂ t
γ(t, s),

∂

∂ t
γ(t, s)

�

dt

=
1
2

g
�

∂ γ

∂ t
(0, s),

∂ γ

∂ t
(0, s)

�

=
1
2
‖v(s)‖2.

Now consider the first variation of the energy,

∂

∂ s

�

�

�

�

s=0

E(γ(·, s)) =

∫ 1

0

0 dt + gγ(1,0) (∂tγ(t, 0),∂sγ(1, s))− gγ(0,0) (∂tγ(0,0), 0) .

From our first computation we note that the energy is constant, and so the first variation is identically zero; hence,

0= gγ(1,0)(∂tγ(1, 0),∂sγ(1,0)),

where ∂sγ(1,0) is an arbitrary tangent vector of expp(‖v(0)‖∂ B(0,1)). So we have Gauss’s lemma for w⊥ v. Now
let w ∈ Tp M be any vector. Write w = w> + w⊥, where w⊥ is orthogonal to v. Now we see from the definition of
expp that

〈(d expp)v(v), (d expp)v(w
>)〉= 〈v, w>〉.

Since we proved the result for w⊥, by the linearity of d expp we are done.

Corollary 4.2.4. Let p ∈ M, and let v ∈ Tp M be contained in the domain of the definition of expp, and let c(t) =
expp(t v). Let the piecewise smooth curve γ : [0,1]→ Tp M be likewise contained in the domain of the definition of
expp, and assume γ(0) = 0, γ(1) = v. Then

‖v‖= L(expp(t v)|t∈[0,1])≤ L(expp ◦γ),

and equality holds if and only if γ differs from the curve t v, t ∈ [0, 1] only by reparameterization.

Proof. Let γ : [0,1]→ Tp M be a smooth curve, whose image is contained in the domain of expp, with γ(0) = 0
and γ(1) = v. So we see that expp ◦γ is a curve connecting the points c(0) and c(1). Now consider the unit normal
along γ(t),

α(t) :=
γ(t)
‖γ(t)‖

.

Now we see that
γ̇(t) = 〈γ̇(t),α(t)〉α(t) + β(t),

where β(t)⊥ α(t) for all t ∈ [0,1]. Now by Gauss’s lemma we have

γ̇(t) = (d expp)γ(t)γ̇(t)

= (d expp)γ(t) (〈γ̇(t),α(t)〉α(t) + β(t))

= 〈γ̇(t),α(t)〉(d expp)γ(t)α(t) + (d expp)γ(t)β(t).
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Now we can compute the length of expp ◦γ as follows:

L(expp ◦γ) =
∫ 1

0

‖γ̇(t)‖ ≥
∫ 1

0

‖〈γ̇(t),α(t)〉(d expp)γ(t)α(t)‖ dt =

∫ 1

0

|〈γ̇(t),α(t)〉|

≥
∫ 1

0

〈γ̇(t),α(t)〉 dt =

∫ 1

0

d
dt
〈γ(t),α(t)〉 dt = 〈γ(1),α(1)〉.

In the above we used the fact that ‖α(t)‖ = 1, which implies that 〈α(t), α̇(t)〉 = 0 and in turn 〈γ(t), α̇(t)〉 = 0.
Now observe 〈γ(1),α(1)〉= ‖γ(1)‖ is the length of expp(t v)|t∈[0,1]. So we have shown

‖v‖= L(expp(t v)|t∈[0,1])≤ L(expp ◦γ).

Since the length functional is invariant under reparameterizations, we see that if γ(t) is a reparameterization of
t v then equality holds. On the other hand, if γ(t) differs then we see that β(t) in the above will be nonzero for
some t ∈ [0,1] which will make the above inequality strict. So we see that the remark about equality is true.

�
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Chapter 2. De Rham Cohomology and Harmonic Differential Forms

Exercise 1. Compute the Laplace operator of Sn on p-forms (0 ≤ p ≤ n) in the coordinates given in Section
1.1.

The coordinates on Sn given in Section 1.1 are those given by stereographic projection. Explicitly, on U1 :=
Sn \ {(0, . . . , 0, 1)} we put

f1(ξ, s) :=
�

f 1
1 (ξ, s), . . . , f n

1 (ξ, s)
�

:=
�

ξ1

1− s
, . . . ,

ξn

1− s

�

,

and on U2 := Sn \ {(0, . . . , 0,−1)} we put

f2(ξ, s) :=
�

f 1
2 (ξ, s), . . . , f n

2 (ξ, s)
�

:=
�

ξ1

1+ s
, . . . ,

ξn

1+ s

�

,

First we compute the metric tensor in U1. Note that the inverse of f1 is h1 : Rn→ Sn given by

h1(x ) = (y1(x ), . . . , yn+1(x )) =

�

2x
‖x‖2 + 1

,
‖x‖2 − 1
‖x‖2 + 1

�

,

where x = (x1, . . . , xn) ∈ Rn. Now we compute for i = 1, . . . , n,

d yi(x ) = 2
1+ ‖x‖2 − 2x2

i

(1+ ‖x‖2)2
d x i − 4

∑

j 6=i

x i x j

(1+ ‖x‖2)2
d x j .

Similarly, we have that

d yn+1(x ) =
4

(1+ ‖x‖2)2

n
∑

i=1

x id x i .

Now we see that since (d yi)x (∂i) forms an orthonormal basis of Th1(x )S
n that the induced Euclidean metric on U1

is simply given by

g =
n+1
∑

i=1

d yi ⊗ d yi =
4

(1+ ‖x‖2)2

n
∑

i=1

d x i ⊗ d x i .

Now we compute the exterior derivative in these x-coordinates. First we see that for f ∈ C∞(Sn) that

d f =
n
∑

i=1

∂ f
∂ x i

d x i ,

where of course by ∂ f
∂ x i

we mean ∂ ( f ◦h1)
∂ x1

. Similarly, if we consider a monomial p-form α = f d x i1 ∧ · · · ∧ d x ip
we

have that

dα=
n
∑

j=1

∂ f
∂ x j

d x j ∧ d x i1 ∧ · · · d x ip
.
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Now we compute the Laplace-Beltrami operator (∆= dd∗ + d∗d) on functions in these coordinates. We see that

?d f = ?
n
∑

i=1

∂ f
∂ x i

d x i

=
n
∑

i=1

(−1)i+1
q

det(gi j)g
ii ∂ f
∂ x i

d x1 ∧ · · · ∧dd x i ∧ · · · ∧ d xn

=
n
∑

i=1

(−1)i+1
�

2
1+ ‖x‖2

�n
�

1+ ‖x‖2

2

�2
∂ f
∂ x i

d x1 ∧ · · · ∧dd x i ∧ · · · ∧ d xn

=
n
∑

i=1

(−1)i+1
�

2
1+ ‖x‖2

�n−2 ∂ f
∂ x i

d x1 ∧ · · · ∧dd x i ∧ · · · ∧ d xn

and now

d ? d f = d

�

n
∑

i=1

(−1)i+1
�

2
1+ ‖x‖2

�n−2 ∂ f
∂ x i

d x1 ∧ · · · ∧dd x i ∧ · · · ∧ d xn

�

=
n
∑

i=1

∂

∂ x i

�

�

2
1+ ‖x‖2

�n−2 ∂ f
∂ x i

�

d x1 ∧ · · · ∧ d xn

=
n
∑

i=1

�

�

2
1+ ‖x‖2

�n−2 ∂ 2 f
∂ x i
− (n− 2)x i

�

2
1+ ‖x‖2

�n−1 ∂ f
∂ x i

�

d x1 ∧ · · · ∧ d xn.

By applying the Hodge star once more, we obtain

?d ? d f = ?

�

n
∑

i=1

�

�

2
1+ ‖x‖2

�n ∂ 2 f
∂ x i
− nx i

�

2
1+ ‖x‖2

�n+1 ∂ f
∂ x i

�

d x1 ∧ · · · ∧ d xn

�

=

�

1+ ‖x‖2

2

�n� n
∑

i=1

�

2
1+ ‖x‖2

�n−2 ∂ 2 f
∂ x i
− (n− 2)x i

�

2
1+ ‖x‖2

�n−1 ∂ f
∂ x i

�

=
n
∑

i=1

�

1+ ‖x‖2

2

�2
∂ 2 f
∂ x i
− (n− 2)x i

�

1+ ‖x‖2

2

�

∂ f
∂ x i

.

So we see that the scalar Hodge Laplacian in these stereographic coordinates on the sphere is given by the above:

∆0 f =
n
∑

i=1

�

1+ ‖x‖2

2

�2
∂ 2 f
∂ x i
− (n− 2)x i

�

1+ ‖x‖2

2

�

∂ f
∂ x i

.

Now we move onto the more general case of p-forms. First note that since g is conformally equivalent to the
standard Euclidean metric dx we see that on p-forms that

?g =
�

2
1+ ‖x‖2

�n−2p

?dx .

Let α= f d x i1 ∧ · · · ∧ d x ip
be a p-form. Write I = {i1 ≤ · · · ≤ ip} and I c := {1≤ 2≤ · · · ≤ n} \ I = {k1 ≤ · · · ≤ kr}.

Now we compute

?dα= ?
∑

j /∈I

∂ f
∂ x j

d x j ∧ d x i1 ∧ · · · d x ip

=
∑

j /∈I

�

∂ f
∂ x j

�

2
1+ ‖x‖2

�n−2(p+1)�

sgn({ j, k1, . . . , ks})dd x j ∧ d xk1
∧ · · · ∧ d xks

,
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d ? dα= d

 

∑

j /∈I

�

∂ f
∂ x j

�

2
1+ ‖x‖2

�n−2(p+1)�

sgn({ j, k1, . . . , ks})dd x j ∧ d xk1
∧ · · · ∧ d xks

!

=
∑

j /∈I

∂

∂ x j

�

∂ f
∂ x j

�

2
1+ ‖x‖2

�n−2(p+1)�

dx I c

=
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

2
1+ ‖x‖2

�n−2(p+1)

− (n− 2(p+ 1))x j

�

2
1+ ‖x‖2

�n−2p−1 ∂ f
∂ x j

�

dx I c

Finally, we compute

?d ? dα= ?

 

∑

j /∈I

�

∂ 2 f
∂ x2

j

�

2
1+ ‖x‖2

�n−2(p+1)

− (n− 2(p+ 1))x j

�

2
1+ ‖x‖2

�n−2p−1 ∂ f
∂ x j

�

dx I c

!

=
�

2
1+ ‖x‖2

�n−2(n−p)∑

j /∈I

�

∂ 2 f
∂ x2

j

�

2
1+ ‖x‖2

�n−2(p+1)

− (n− 2(p+ 1))x j

�

2
1+ ‖x‖2

�n−2p−1 ∂ f
∂ x j

�

dx I

=

�

1+ ‖x‖2

2

�n−2p−2
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

2
1+ ‖x‖2

�n−2p

− (n− 2(p+ 1))x j

�

2
1+ ‖x‖2

�n−2p−1 ∂ f
∂ x j

�

dx I

=
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

1+ ‖x‖2

2

�2

− (n− 2(p+ 1))x j

�

1+ ‖x‖2

2

�

∂ f
∂ x j

�

dx I

Now we see that

δdα= (−1)n(p+2)+1
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

1+ ‖x‖2

2

�2

− (n− 2(p+ 1))x j

�

1+ ‖x‖2

2

�

∂ f
∂ x j

�

dx I

= (−1)np+1
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

1+ ‖x‖2

2

�2

− (n− 2(p+ 1))x j

�

1+ ‖x‖2

2

�

∂ f
∂ x j

�

dx I .

The computations for dδ are very similar. We compute for α ∈ Ωp(M):

?α= ? f d x i1 ∧ · · · ∧ d x ip

=
�

2
1+ ‖x‖2

�n−2p

f d xk1
∧ · · · ∧ d xkr

,

and

d ? α= d

�

�

2
1+ ‖x‖2

�n−2p

f d xk1
∧ · · · ∧ d xkr

�

=
∑

i∈I

�

∂ f
∂ x i

�

2
1+ ‖x‖2

�n−2p

− (n− 2p)x i

�

2
1+ ‖x‖2

�n−2p+1

f

�

d x i ∧ d xk1
∧ · · · ∧ d xkr

,
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Similarly, we have

?d ? α= ?

�

∑

i∈I

�

∂ f
∂ x i

�

2
1+ ‖x‖2

�n−2p

− (n− 2p)x i

�

2
1+ ‖x‖2

�n−2p+1

f

�

d x i ∧ d xk1
∧ · · · ∧ d xkr

�

=
�

2
1+ ‖x‖2

�n−2(n−p+1)∑

i∈I

�

∂ f
∂ x i

�

2
1+ ‖x‖2

�n−2p

− (n− 2p)x i

�

2
1+ ‖x‖2

�n−2p+1

f

�

dd x i ∧ d x i1 ∧ · · · ∧ d x ip

=

�

1+ ‖x‖2

2

�n−2(p−1)
∑

i∈I

�

∂ f
∂ x i

�

2
1+ ‖x‖2

�n−2p

− (n− 2p)x i

�

2
1+ ‖x‖2

�n−2p+1

f

�

dd x i ∧ d x i1 ∧ · · · ∧ d x ip

=
∑

i∈I

�

∂ f
∂ x i

�

1+ ‖x‖2

2

�2

− (n− 2p)x i

�

1+ ‖x‖2

2

�

f

�

dd x i ∧ d x i1 ∧ · · · ∧ d x ip

d ? d ? α= d

�

∑

i∈I

�

∂ f
∂ x i

�

1+ ‖x‖2

2

�2

− (n− 2p)x i

�

1+ ‖x‖2

2

�

f

�

dd x i ∧ d x i1 ∧ · · · ∧ d x ip

�

=
∑

i∈I

∂

∂ x i

�

∂ f
∂ x i

�

1+ ‖x‖2

2

�2

− (n− 2p)x i

�

1+ ‖x‖2

2

�

f

�

d x i1 ∧ · · · ∧ d x ip

=
∑

i∈I

�

∂ 2 f
∂ x2

i

�

1+ ‖x‖2

2

�2

+ 2
∂ f
∂ x i

�

1+ ‖x‖2

2

�

− (n− 2p)x i

�

1+ ‖x‖2

2

�

∂ f
∂ x i

−(n− 2p)

�

1+ ‖x‖2 + 2x2
i

2

�

f

�

d x i1 ∧ · · · ∧ d x ip
.

So we have shown that

dδα= (−1)n(p+1)+1
∑

i∈I

�

∂ 2 f
∂ x2

i

�

1+ ‖x‖2

2

�2

+ 2
∂ f
∂ x i

�

1+ ‖x‖2

2

�

− (n− 2p)x i

�

1+ ‖x‖2

2

�

∂ f
∂ x i

−(n− 2p)

�

1+ ‖x‖2 + 2x2
i

2

�

f

�

d x i1 ∧ · · · ∧ d x ip
.

Concluding, we see that the p-form Laplacian on Sn in stereographic coordinates is given by

∆pα= (−1)np+1
∑

j /∈I

�

∂ 2 f
∂ x2

j

�

1+ ‖x‖2

2

�2

− (n− 2(p+ 1))x j

�

1+ ‖x‖2

2

�

∂ f
∂ x j

�

dx I

+ (−1)n(p+1)+1
∑

i∈I

�

∂ 2 f
∂ x2

i

�

1+ ‖x‖2

2

�2

+ 2
∂ f
∂ x i

�

1+ ‖x‖2

2

�

− (n− 2p)x i

�

1+ ‖x‖2

2

�

∂ f
∂ x i

−(n− 2p)

�

1+ ‖x‖2 + 2x2
i

2

�

f

�

dx I .

It is easy to check that when p = 0 that this collapses to what we found at the beginning of this exercise.

Note that in these coordinates we have that

∆p,Snα=

�

1+ ‖x‖2

2

�2
�

∆p,Rnα− (n− 2p)d(ι∇ϕα)− (n− 2p− 2)ι∇ϕdα+ 2(n− 2p)∇ϕ ∧ ι∇ϕα− 2∇ϕ ∧δα
�

,

where ∆p,Rn is the Hodge Laplacian on p-forms in standard Euclidean coordinates, and

ϕ(x ) = log
�

2
1+ ‖x‖2

�

.

�
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Exercise 2. Let ω ∈ Ω1(S2) be a 1-form on S2. Suppose that

ϕ∗ω=ω

for all ϕ ∈ SO(3). Show that ω≡ 0.

Let ω ∈ Ω1(S2) be such that ϕ∗ω=ω for all ϕ ∈ SO(3).

First, we claim that ω has at least one zero. Assume, for the sake of contradiction, that ωp 6= 0 for all p ∈ M .
Now consider the vector field ω# ∈ X(S2); that is if ω = ωid x i in local coordinates then ω# := g i jωi∂ j . Note
that given this definition we have for any other vector field X ∈ X(M) that

〈ω#, X 〉=ω(X ).

Since ω is nowhere zero, we have that ω# is nowhere zero as well. However, this is a contradiction with the
Poincare-Hopf theorem since

∑

p∈S2

indp(ω
#) = χ(S2) = 2,

and so the sum cannot be empty, i.e. ω# must vanish somewhere on S2.

Now let p ∈ S2 be any point such that ωp = 0 (at least one such point exists by the above argument). Recall
that SO(3) acts transitively on S2; that is to say that for every x , y ∈ S2 there exists some A ∈ SO(3) such that
A · x = y . Now fix any point q ∈ S2 and let ϕ ∈ SO(3) be the group action such that ϕ(q) = p. Let X , Y ∈ X(S2).
We compute

(ϕ∗ω)q(X , Y ) =ωϕ(q)(dϕ(X ), dϕ(Y )) =ωp(dϕ(X ), dϕ(Y )) = 0,

where in the last step we used that ωp = 0. The result follows since ϕ∗ω=ω, and so

ωq(X , Y ) = (ϕ∗ω)q(X , Y ) = 0.

Since q ∈ S2 was arbitrary we deduce that ω is identically zero. �

Exercise 3. Give a detailed proof of the formula

?∆=∆ ? .

Throughout this problem we write δ for d∗, this is both a common symbol for the codifferential and helps differ-
entiate it from the exterior derivative.

Let 1≤ p ≤ n. We see that

?p∆p = ?pδp+1dp + ?pdp−1δp

= (−1)n(p+1)+1 ?p ?n−pdn−p−1 ?p+1 dp + (−1)n(p+1)+1 ?p dp−1 ?n−p+1 dn−p?p

= (−1)n(n+p)+1(−1)(n−p)pdn−p−1 ?p+1 dp + (−1)n(p+1)+1 ?p dp−1 ?n−p+1 dn−p?p

= (−1)n(p+1)+1 ?p dp−1 ?n−p+1 dn−p ?p +(−1)n(p+1)+1dn−p+1 ?p+1 dp(−1)(n−p)p

= (−1)n(p+1)+1 ?p dp−1 ?n−p+1 dn−p ?p +(−1)n(p+1)+1dn−p+1 ?p+1 dp ?n−p ?p

= δn−p+1dn−p ?p +dn−p−1δn−p?p

= (δn−p+1dn−p + dn−p−1δn−p)?p

=∆n−p ?p .

�
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Exercise 4. Let M be a two dimensional Riemannian manifold. Let the metric be given by gi j(x)d x i ⊗ d x j

in local coordinates (x1, x2). Compute the Laplace operator on 1-forms in these coordinates. Discuss the case
where

gi j(x) = λ
2(x)δi j

with a positive function λ2(x).

First we compute the Hodge star on all basis forms. We know that

?(1) =
q

det(gi j)d x1 ∧ d x2,

and so

?(d x1 ∧ d x2) =
1

Æ

det(gi j)
.

Recall the classifying property of the Hodge star: ω∧?η= g∧p(T ∗M)(ω,η)? (1), where the metric on
∧p(T ∗M) is

induced by g−1 = (g i j). Hence,

d x1 ∧ ?d x1 = g11
q

det(gi j)d x1 ∧ d x2, d x2 ∧ ?d x1 = g12
q

det(gi j)d x2 ∧ d x2.

So we deduce that

?d x1 =
q

det(gi j)
�

g11d x2 − g12d x1
�

=
1

Æ

det(gi j)

�

g12d x1 + g22d x2
�

.

Similarly, we find that

?d x2 =
q

det(gi j)
�

g12d x2 − g22d x1
�

= −
1

Æ

det(gi j)

�

g11d x1 + g12d x2
�

.

Now we can easily compute the Laplace operator on 1-forms. Consider a simple 1-form α ∈ Ω1(M). In these local
coordinates write α= f d x1 + hd x2, where f , h ∈ C∞(M). Now we compute

δdα= − ? d ? d( f d x1 + hd x2)

= − ? d ?
�

∂ f
∂ x2

d x2 ∧ d x1 +
∂ h
∂ x1

d x1 ∧ d x2
�

= − ? d ?
�

∂ h
∂ x1

−
∂ f
∂ x2

�

d x1 ∧ d x2

= − ? d

�

1
Æ

det(gi j)

�

∂ h
∂ x1

−
∂ f
∂ x2

�

�

= − ?

��

∂

∂ x1

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ (x1)2

−
∂ 2 f

∂ x2∂ x1

�

�

d x1

+

�

∂

∂ x2

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ x1∂ x2

−
∂ 2 f
∂ (x2)2

�

�

d x2

�
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Now expanding this out give

δdα= −

�

q

det(gi j)g
11

�

∂

∂ x1

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ (x1)2

−
∂ 2 f

∂ x2∂ x1

�

�

d x2

−
q

det(gi j)g
12

�

∂

∂ x1

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ (x1)2

−
∂ 2 f

∂ x2∂ x1

�

�

d x1

+
q

det(gi j)g
12

�

∂

∂ x2

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ x1∂ x2

−
∂ 2 f
∂ (x2)2

�

�

d x2

−
q

det(gi j)g
22

�

∂

∂ x2

�

1
Æ

det(gi j)

�

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
1

Æ

det(gi j)

�

∂ 2h
∂ x1∂ x2

−
∂ 2 f
∂ (x2)2

�

�

d x1

�

.

For simplicity we write |g| :=
Æ

det(gi j). Similarly, we compute

dδα= −d ? d ? α= −d ? d
�q

det(gi j)
�

f g11d x1 − ( f + h)g12d x2 − hg22d x1
�

�

= d ?
��

f g11∂2|g|+ g11|g|∂2 f + f |g|∂2 g11 − hg22∂2|g|+ g22|g|∂2h+ h|g|∂2 g22
�

d x1 ∧ d x2

+
�

( f + h)g12∂1|g|+ g12|g|(∂1 f + ∂1h) + ( f + h)|g|∂1 g12
�

d x1 ∧ d x2
�

= d
�

1
|g|
�

f g11∂2|g|+ g11|g|∂2 f + f |g|∂2 g11 − hg22∂2|g|+ g22|g|∂2h+ h|g|∂2 g22

+ ( f + h)g12∂1|g|+ g12|g|(∂1 f + ∂1h) + ( f + h)|g|∂1 g12
��

After expanding out this (very long) expression we obtain that that the Hodge Laplacian on 1-forms given in local
coordinates is:

∆1α= −
1

(det(gi j))2

��

g12 g22
∂ g11

∂ x1
− g11 g22

∂ g11

∂ x2
− 2g2

12

∂ g12

∂ x1
+ 2g11 g12

∂ g12

∂ x2
+ g11 g12

∂ g22

∂ x1
− g2

11

∂ g22

∂ x2

��

∂ f
∂ x2

−
∂ h
∂ x1

�

+ 2
�

g3
12 − g11 g12 g22

� ∂ 2 f
∂ x1∂ x2

− 2
�

g11 g2
12 − g2

11 g22

� ∂ 2 f
∂ (x2)2

−2
�

g3
12 − g11 g12 g22

� ∂ 2h
∂ (x1)2

+ 2
�

g11 g2
12 − g2

11 g22

� ∂ 2h
∂ x1∂ x2

�

d x1

−
1

(det(gi j))2

��

g2
22

∂ g11

∂ x1
− g12 g22

∂ g11

∂ x2
− 2g12 g22

∂ g12

∂ x1
+ 2g2

12

∂ g12

∂ x2
+ g11 g22

∂ g22

∂ x1
− g11 g12

∂ g22

∂ x2

��

∂ f
∂ x2

−
∂ h
∂ x1

�

+ 2
�

g2
12 g22 − g11 g2

22

� ∂ 2 f
∂ x1∂ x2

− 2
�

g3
12 − g11 g12 g22

� ∂ 2 f
∂ (x2)2

−2
�

g2
12 g22 − g11 g2

22

� ∂ 2h
∂ (x1)2

+ 2
�

g3
12 − g11 g12 g22

� ∂ 2h
∂ x1∂ x2

�

d x2

Now we specialize to the case when the metric is conformally equivalent to the Euclidean metric, i.e.

gi j(x) = λ
2(x)δi j ,

where λ2 is a sufficiently smooth positive function. We have that all of the diagonal terms drop out since g12 =
g21 = 0. Furthermore, we see that

det(gi j) = (λ
2)2.
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Just by removing all of the nonzero terms we have

∆1α= −
1
λ4

�

�

−g11 g22
∂ g11

∂ x2
− g2

11

∂ g22

∂ x2

��

∂ f
∂ x2

−
∂ h
∂ x1

�

+ 2g2
11 g22

∂ 2 f
∂ (x2)2

− 2g2
11 g22

∂ 2h
∂ x1∂ x2

�

d x1

−
1
λ4

�

�

g2
22

∂ g11

∂ x1
+ g11 g22

∂ g22

∂ x1

��

∂ f
∂ x2

−
∂ h
∂ x1

�

− 2g11 g2
22

∂ 2 f
∂ x1∂ x2

+ 2g11 g1
22

∂ 2h
∂ (x1)2

�

d x2.

By using the fact that g11 = g22 = λ2 we further simplify to see that

∆1α=
4
λ3

�

∂ λ

∂ x2

�

∂ f
∂ x2

−
∂ h
∂ x2

�

−
λ

2

�

∂ 2 f
∂ (x2)2

−
∂ 2h

∂ x1∂ x2

��

d x1

+
4
λ3

�

∂ λ

∂ x1

�

∂ h
∂ x1

−
∂ f
∂ x2

�

+
λ

2

�

∂ 2 f
∂ x1∂ x2

−
∂ 2h
∂ (x1)2

��

d x2.

�

Exercise 5. Suppose that α ∈ H1,2
p (M) satisfies

(d∗α, d∗ϕ) + (dα, dϕ) = (η,ϕ) for all ϕ ∈ Ωp(M),

with some given η ∈ Ωp(M). Show that α ∈ Ωp(M), i.e. smoothness of α.

Note that since d and d∗ are formal adjoints over H1,2
p (M) this question says that α is a weak-solution to the

p-form Laplace equation, i.e. ∆pα= η in the sense of distributions, where α ∈ H1,2
p (M).

We prove the following elliptic regularity estimate:

Theorem 5. Let f ∈ Hk−1(M), and u ∈ H1(M) a weak solution to Lu= f , where L =∆+X for some X ∈ PDO1(M).
Then u ∈ Hk+1(M), and

‖u‖2
Hk+1 ≤ C‖∆u‖2

Hk−1 + C‖u‖2
Hk , (3)

for all u ∈ Hk+1(M)∩H1(M).

Proof. First we prove (3) for k = 0. Note that for u ∈ H1(M) that (∆u, u) ≥ C‖u‖2
H1(M) for some constant only

depending on M . We also have

|(Xu, u)| ≤ C‖u‖H1‖u‖L2 ≤
C
2

�

ε‖u‖2
H1 +

1
ε
‖u‖2

L2

�

.

So we have that
(Lu, u)≥ C‖u‖2

H1 − eC‖u‖2
L2 , for u ∈ H1(M).

Hence,
‖u‖2

H1 ≤ C(Lu, u) + eC‖u‖2
L2 .

By Cauchy’s inequality we have

(Lu, u)≤ C‖Lu‖H−1‖u‖H1 ≤ Cε‖u‖2
H1 +

C
ε
‖∆u‖2

H−1 .

Now by taking ε small enough, we can absorb the ‖u‖2
H1 term to obtain

‖u‖2
H1 ≤ C‖Lu‖2

H−1 + C‖u‖2
L2 .
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Now we prove the result by induction on k. Given that u ∈ H1(M) and Lu = f ∈ Hk−1(M) implies u ∈ Hk+1(M)
and that (3) holds, suppose that u ∈ H1(M) and ∆u ∈ Hk(M). We already know that u ∈ Hk+1(M), and we want
to prove that u ∈ Hk+2(M). First note that for any ϕ ∈ C∞(M),

L(ϕu) = ϕ(Lu) + [L,ϕ]u,

since the commutator [L,ϕ] is a first-order differential operator, the inductive hypothesis together with the ob-
servation that u ∈ Hk+1(M) implies L(ϕu) ∈ Hk(M). So we can localize our analysis.

Suppose that u ∈ Hk+1(M) satisfies Lu= f ∈ Hk(M) is supported on a coordinate neighborhood U . Now we can
apply (3) with u replaced by

δ j,hu(x) =
1
h

�

τ j,hu(x)− u(x)
�

=
1
h

�

u(x + he j)− u(x)
�

,

where ei are the standard coordinate vectors in Rn. Now take any 1≤ j ≤ n, and we have

‖δ j,hu‖2
Hk+1 ≤ C‖Lδ j,hu‖2

Hk−1 + C‖u‖2
Hk+1 ≤ C‖δ j,h Lu‖2

Hk−1 + C‖[L,δ j,h]u‖2
Hk−1 + C‖u‖2

Hk+1 .

Now we estimate the commutator in the above inequality. For a function a ∈ C∞(M) consider the multiplication
operator Ma : H s(M)→ H s(M) given by Maϕ(x) = a(x) f (x). Now we see that

[Mϕ,δ j,h]v = −M(δ j,hϕ) ◦τ j,hv,

so in turn
‖[Mϕ,δ j,h]v‖Hk ≤ C‖v‖Hk ,

in turn
‖[L,δ j,h]u‖Hk−1 ≤ C‖u‖Hk+1 .

Using this inequality, we deduce that

‖δ j,hu‖2
Hk+1 ≤ C‖Lu‖2

Hk + C‖u‖2
Hk+1 .

Passing to the limit as h→ 0 gives
∂ u
∂ x j

∈ Hk+1(M).

Since this holds for all 1≤ j ≤ n we have that u ∈ Hk+2(M). So the desired result is shown.

Using the above theorem, we immediately deduce (using a bootstrapping procedure) the regularity when p = 0,
i.e. when we are dealing with the scalar Laplacian on M .

To use the above result for the Hodge Laplacian acting on p-forms, we first establish a coercivity type condition
on ∆ and prove a decomposition which will allow us to use the above elliptic regularity proof.

In local coordinates, we can write the Hodge Laplacian on p-forms as

∆η= g j`(x)∂ j∂`η+ Yjη, (4)

where Yk are first order differential operators. This decomposition follows since the symbol of the Hodge Laplacian
is given by σ∆(x ,ξ) = ‖ξ‖2 id. Now let η be a p-form in H1(M ;

∧p M). Cover M with coordinate patches U j , and
let ϕ j ∈ C∞0 (U j) such that

∑

ϕ2
j = 1. So

(∆η,η) =
∑

j

(∆(ϕ2
j η),η) =

∑

j

(∆(ϕ jη),ϕ jη) + (Yη,η),
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where Y is a first order differential operator given by Y =
∑

[∆,ϕ j]. The local coordinate expression (4) and
integration by parts yields

(∆(ϕ jη),ϕ jη)≥ C‖ϕ jη‖2
H1 − eC‖ϕ jη‖2

L2 .

Summing this inequality gives

(∆η,η)≥ C2‖η‖2
H1 − C3‖η‖2

L2 − C4‖Yu‖L2‖u‖L2 .

Now the product in the last term is dominated by ε‖u‖2
H1+(C/ε)‖u‖2

L2 , and so we can absorb ε‖u‖2
H1 into the first

term on the right hand side to obtain

(∆η,η)≥ C0‖η‖2
H1 − C1‖η‖2

L2 , η ∈ Ωp(M). (5)

Now since we have this estimate, the proof of Theorem 5 follows through. The only thing to note is that nothing
changes if the first order differential operator X is matrix valued in local coordinates. So we see that the Laplacian
forces an elliptic regularity on sections between vector bundles as well. �

Exercise 6. Compute a relation between the Laplace operator on functions on Rn+1 and the one on Sn ⊆ Rn+1.

First we compute the metric of Rn+1 (more precisely the induced metric on Rn+1 \ {0}) in spherical coordinates.
Let (s1, . . . , sn) be any set of coordinates on Sn. We then obtain a parameterization of Rn+1 \ {0} over R+ × Sn via
the map:

(r,σ) 7→ x (r,σ) := rσ.

Let GSn be the n× n matrix representing the metric on Sn in the coordinates (s1, . . . , sn). Note that if σ ∈ Sn then
σ ·σ = 1 and so,

∂ σ

∂ si
·σ =

1
2
∂

∂ si
(σ ·σ) = 0.

Note that ∂si
σ form a basis of TpSn. Now we compute for 1≤ i ≤ n,

∂ x
∂ si
= r
∂ σ

∂ si
, and

∂ x
∂ r
= σ.

Since the partial derivatives of x form a basis of the tangents space of Rn+1 we find that in these coordinates we
have

gi j =
∂ x
∂ si
·
∂ x
∂ s j
= r2 ∂ σ

∂ si
·
∂ σ

∂ s j
= r2 gSn

i j .

We also have that

gir =
∂ x
∂ si
·
∂ x
∂ r
= r
∂ σ

∂ si
·σ = 0,

and

gr r =
∂ x
∂ r
·
∂ x
∂ r
= σ ·σ = 1.

So we see that the metric is given by

GRn+1 =

















1 0 · · · 0

0
...

0

r2GSn
















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It should now be clear (in light of the Laplace expansion and multilinearity of the determinant) that

det(gi j) = r2n det(gSn

i j ).

Now since the Hodge Laplacian on functions, given by ∆= −δd, in coordinates is

∆ f =
1

Æ

det(gi j)

n+1
∑

i, j=1

∂

∂ x i

�

q

det(gi j)g
i j ∂ f
∂ x j

�

,

we immediately compute for smooth functions f ∈ C∞(M):

∆Rn f =
1

rn
q

det(gSn

i j )

n
∑

i, j=1

∂

∂ x i

�

rn
Ç

det(gSn

i j )
g i j

Sn

r2

∂ f
∂ x j

�

+
1

rn
q

det(gSn

i j )

∂

∂ r

�

rn
Ç

det(gSn

i j )
∂ f
∂ r

�

=
1

r2
q

det(gSn

i j )

n
∑

i, j=1

∂

∂ x i

�

Ç

det(gSn

i j )g
i j
Sn

∂ f
∂ x j

�

+
1
rn

∂

∂ r

�

rn p f
∂ r

�

=
1
r2
∆Sn f +

1
rn

∂

∂ r

�

rn ∂ f
∂ r

�

.

�

Exercise 7 (Eigenvalues of the Laplace operator). Let M be a compact oriented Riemannian manifold, and
let ∆ be the Laplace operator on Ωp(M). λ ∈ R is called an eigenvalue if there exists some u ∈ Ωp(M), u 6= 0,
with

∆u= λu.

Such a u is called an eigenform or eigenvector corresponding to λ. The vector space spanned by the eigenforms
for λ is denoted by Vλ and is called the eigenspace for λ. Show:

(a) All eigenvalues of ∆ are nonnegative.

(b) All eigenspaces are finite dimensional.

(c) The eigenvalues have no finite accumulation point.

(d) Eigenvectors for different eigenvalues are orthogonal.

The next results need a little more analysis

(e) There exist infinitely many eigenvalues

λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · ·

(f) All eigenvectors of ∆ are smooth.

(g) The eigenvectors of ∆ constitute an L2-orthonormal basis for the space of p-forms of class L2.

(a) Recall that we endow the vector space of p-forms with the L2-inner product defined as

〈〈α,β〉〉 :=

∫

M

α∧ ?β , α,β ∈ Ωp(M).

Since M is compact and orientable the above expression makes sense and is finite for any smooth p-forms.
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First we show that all eigenvalues of the Laplacian are real. This follows immediately since ∆ is formally
self-adjoint. Let α ∈ Ωp(M) for some 1≤ p ≤ n be an eigenform of the Laplacian. Then we see that

λ〈〈α,α〉〉= 〈〈λα,α〉〉= 〈〈∆α,α〉〉= 〈〈α,∆α〉〉= 〈〈α,λα〉〉= λ〈〈α,α〉〉,

and so λ ∈ R.

We now show the result for the scalar Laplacian (p = 0). Let f ∈ Ω0(M) = C∞(M) be an eigenfunction
for the Laplacian with eigenvalue λ; that is ∆0 f = λ f . We have that

λ

∫

M

| f |2 dµ=

∫

M

(λ f ) f dµ=

∫

M

(∆0 f ) f dµ=

∫

M

g(∇ f ,∇ f ) dµ≥ 0,

so we see that λ≥ 0, and so all eigenvalues of ∆0 are non-negative.

Now let α ∈ Ωp(M) be an eigenform of the p-form Laplacian; i.e. ∆pα= λα for some λ ∈ R. It now follows
since d∗ is the formal adjoint of d that

〈〈λα,α〉〉= 〈〈∆pα,α〉〉= 〈〈dd∗α,α〉〉+ 〈〈d∗dα,α〉〉= 〈〈d∗α, d∗α〉〉+ 〈〈dα, dα〉〉 ≥ 0.

Since 〈〈α,α〉〉 ≥ 0, this implies λ≥ 0.

(b) Again, we consider the scalar Hodge-Laplacian∆0 first. Consider some λ≥ 0 and let { fi}i∈I be an orthonor-
mal set of eigenfunctions in Vλ. Note that by integration by parts we have

∫

M

g(∇ fi ,∇ fi) dµ=

∫

M

fi∆0 fi dµ= λ

∫

M

| fi |2 dµ= λ.

So we see that { fi}i∈I is bounded in W 2,1(M). Since W 1,2(M) is compactly embedded in L2(M) we see that
{ fi} is relatively compact in L2(M). Now assume, for the sake of contradiction, that |I | = +∞, i.e. there
exists an infinite orthonormal system in Vλ. Then by the precompactness of { fi} in L2(M) there exists a
subsequence { fi j

}∞j=1 such that fi j
→ f in L2(M). On the other hand, since fi j

⊥ fik for all j 6= k we see that
fi j
* 0 in L2(M), and so we have a contradiction. Hence dim Vλ < +∞.

For the general case of the p-form Laplacian we begin in the same way. Let {αi}i∈I ⊆ Ωp(M) be an orthonor-
mal system in Vλ with respect to the L2-inner product on p-forms. Following the same argument in part (a)
we have that

〈〈δαi ,δαi〉〉+ 〈〈dαi , dαi〉〉= λ〈〈αi ,αi〉〉= λ, i ∈ I .

So in particular, we have that

‖αi‖W 1,2(
∧p M) := 〈〈αi ,αi〉〉+ 〈〈δαi ,δαi〉〉+ 〈〈dαi , dαi〉〉= 1+λ.

Since we have the same compactness results for Sobolev spaces over vector bundles (cf. Lemma 2.2.2) we
can apply the Rellich-Kondrachov compactness theorem to find that {αi}i∈I is sequentially precompact in
L2(
∧p M). Now we conclude in an identical manner as in the scalar case: if { fi}i∈I had an infinite number

of eigenforms then there would be a strongly converging subsequence in L2(
∧p M); however, the existence

of a strongly converging subsequence of an orthonormal sequence is a contradiction. So we deduce that
{ fi}i∈I only has a finite number of elements; in particular, dim Vλ < +∞.

(c) Assume, for the sake of contradiction that the eigenvalues of the p-form Laplacian had a finite accumulation
point at µ < +∞. Let {λ j} j∈N be a sequence of eigenvalues converging to µ. Up to a subsequence (not
relabeled) we have that λ j < 2µ for all j ∈ N. Now let

E j := {αi, j}i∈I
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be a basis for Vλ j
. Observe that by part (d), Vλ j

⊥ Vλk
for j 6= k, and so we consider

E :=
⋃

j∈N

E j .

Now we see that for any p-formω ∈ E that ‖ω‖W 1,2(
∧p M) < 2µ. Hence, by the Rellich-Kondrachov compact-

ness theorem we have that there is a subsequence {ωk}k∈N ⊆ E such that ωk →ω for some ω ∈ L2(
∧p M).

However, since all of the elements in the sequence {ωk}k∈N are orthogonal we have a contradiction. Hence,
there is no finite accumulation point.

(d) This immediately follows from the fact that ∆ is formally self-adjoint. Let λ and µ be distinct eigenvalues
of the p-form Hodge Laplacian. Let α ∈ Vλ and β ∈ Vµ. Then,

λ〈〈α,β〉〉= 〈〈λα,β〉〉= 〈〈∆α,β〉〉= 〈〈α,∆β〉〉= 〈〈α,µβ〉〉= µ〈〈α,β〉〉.

So we have that
(λ−µ)〈〈α,β〉〉= 0.

Since λ 6= µ this implies that 〈〈α,β〉〉= 0, i.e. that α is orthogonal to β .

(e) Note that in the case when p = 0 that ker∆0 is nonempty since all constant functions are scalar harmonics.
Now for p ≥ 1 we claim that ∆p has at least one eigenvalue. Let Dp : Ωp(M)→ Ωp(M) given by Dp(α) =
dp−1δp−1 and eDp : Ωp(M)→ Ωp(M). Then we see that σp(∆p) \ {0}= σp(Dp)∪σp(eDp) \ {0}. In particular,
since Dp is the product of two differential operators, we find thatσp(Dp)\{0}= σp(eDp−1)\{0}. Concluding,
we see that if we know the point spectrum of ∆p−1 and ∆p+1 then we also not the point spectrum of ∆p.
In particular, we will see that the existence of infinitely many eigenfunctions of the scalar Hodge Laplacian
will imply the existence of some eigenvalue of the the p-form Laplacian.

We show the existence of countably infinitely many eigenvalues inductively. Let λ1 ≤ · · · ≤ λk be the first k
eigenvalues repeated according to their multiplicity, and let Ek := {αi : i = 1, . . . , k} be the corresponding
eigenfunctions. Now we consider the Rayleigh-Ritz quotient R : W 1,2(

∧p M)→ R given by

R(α) :=
〈〈α,∆pα〉〉L2(

∧p M)

〈〈α,α〉〉L2(
∧p M)

=
〈〈δα,δα〉〉+ 〈〈α,α〉〉

‖α‖2
.

We now leave the subscript out denoting that the inner product is taken in L2(
∧p M). Now let E⊥k be the

space of p-forms in W 1,2(
∧p M) that are L2(

∧p M)-orthogonal to Ek. Now let

λ := inf
α∈E⊥k
R(α) = inf

α∈E⊥k

〈〈δα,δα〉〉+ 〈〈α,α〉〉
‖α‖2

.

We claim that λ = λk+1. Note that since Ek−1 ⊆ Ek we have that λ ≥ λk. Now consider an infimizing
sequence of unit norm p-forms {α j} j∈N ⊆ E⊥k , i.e. ‖α j‖L2(

∧p M) = 1 and

〈〈dα j , dα j〉〉+ 〈〈δα j ,δα j〉〉 → λ as j→ +∞.

Note that since 〈〈α j ,∆pα j〉〉 converges we see that {α j} j∈N is bounded in W 1,2(
∧p M). Since W 1,2(

∧p M)
is a Hilbert space it is reflexive, and so bounded sets are weakly compact. So up to a subsequence (not
relabeled) we can find some α ∈W 1,2(

∧p M). Note that we still have that α ∈ E⊥k . Now we see that since
the embedding from W 1,2(

∧p M) into L2(
∧p M) is compact we have that the L2-norm of α j converges to

the norm of α. So we see that ‖α‖= 1. Now by the lower-semicontinuity of the W 1,2-norm with respect to
weak convergence we see that

〈〈dα, dα〉〉+ 〈〈δα,δα〉〉 ≤ lim inf
j→∞

�

〈〈dα j , dα j〉〉+ 〈〈δα j ,δα j〉〉
�

= λ.
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So we see that α ∈ E⊥k attains the infimum which defines λ. Now we claim that α is an eigenform (in the
sense of distributions – we show the smoothness in the next part of the problem). Let β ∈W 1,2(

∧p M) be
any p-form. Note that by the weak convergence in W 1,2(

∧p M) we have that

0= lim
j→∞

�

〈〈dβ , dα j〉〉+ 〈〈δβ ,δα j〉〉 −λ〈〈β ,α j〉〉
�

= 〈〈dβ , dα〉〉+ 〈〈δβ ,δα〉〉 −λ〈〈β ,α〉〉

=

∫

M

β ∧ ?∆pα−λβ ∧ ?α dµ,

which implies that ∆pα= λα weakly in W 1,2(
∧p M). So we have that λk+1 = λ and αk+1 = α.

(f) Consider the differential operator L : W 1,2(
∧p M)→W 1,2(

∧p M) given by

L(ω) =∆pω+ω.

Note that ker(L) is zero, and so by the Fredholm alternative, since α ∈ W 1,2(
∧p M) (as in the previous

part) there is a unique solution η ∈ W 3,2(
∧p M) of Lη = (1 + λ)α. Now we claim that η = α. Consider

eη := η−α ∈W 1,2(
∧p M). Since α is a weak solution to L(ω) = (1+λ)α, we see that eη is a weak solution

of L eη= 0. That is to say that for all β ∈W 1,2(
∧p M) that

〈〈dβ , d eη〉〉+ 〈〈δβ ,δeη〉〉+ 〈〈β ,α〉〉= 0.

Now by taking β = eη we see that eη = 0. This shows that α ∈ W 3,2(
∧p M). By repeating this procedure

we see that α ∈W s,2(
∧p M) for all s ∈ N. Now by taking s sufficiently large (say s ≥ 2dim M) we can use

Morrey’s inequality to deduce that α ∈ C 1,γ(
∧p M) for some 0< γ < 1. Now since∆p is an elliptic operator

we deduce that in fact α ∈ C 3,γ(
∧p M). By repeating this procedure we have that α ∈ C s,γ(

∧p M) for all
s ∈ N. Hence, we have shown that α ∈ C∞(

∧p M) = Ωp(M).

(g) Let Πk be the L2-projection operator onto the eigenspace spanned by the first k eigenforms. Note that Πk
is self-adjoint. Explicitly, we write

Πkω=
∑

1≤i≤k

〈〈ω,αi〉〉αi .

We want to show that ω − Πkω → 0 as k → ∞ for any ω ∈ L2(
∧p M). First, we show this for any

ω ∈W 1,2(
∧p M). Note that by the definition of λk+1 using the Rayleigh-Ritz quotient we see that

‖ω−Πkω‖2 ≤
1
λk+1

〈〈∆p(ω−Πkω),ω−Πkω〉〉.

A direct computation shows that ∆pΠk = Πk∆p, and so we derive

〈〈∆pΠkω,ω−Πkω〉〉= 0.

In particular, we have that

〈〈∆p(ω−Πkω),ω−Πkω〉〉= 〈〈∆pω,ω−Πkω〉〉
= (dω, dω) + (δω,δω)− [〈〈d(Πkω), d(Πkω)〉〉+ 〈〈δ(Πkω),δ(Πkω)〉〉]
≤ (dω, dω) + (δω,δω).

Now by plugging this into our bound on ‖ω−Πkω‖2 and using the fact that λk → +∞ as k → +∞ we
find that

‖ω−Πkω‖2→ 0

forω ∈W 1,2(
∧p M). This shows the density of the eigenbasis of the p-form Laplacian in W 1,2(

∧p M). Now
let ω ∈ L2(

∧p M). Recall that smooth functions (and in particular smooth p-forms) are dense in L2 (of
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course with respect to the L2-norm). So fix ε > 0, and find some smooth p-form η ∈ Ωp(M) such that
‖ω−η‖< ε/2. Now let k be large enough such that ‖ω−Πkω‖< ε/2. Since (ω−Πkη)⊥ Πk(ω−η) for
any η ∈ Ωp(M), we see that

‖ω−Πkω‖2 = ‖ω−Πkη‖2 − ‖Πk(ω−η)‖2 ≤ ‖ω−Πkη‖2.

Concluding, we see that

‖ω−Πkω‖2 ≤ ‖ω−Πkη‖2 ≤ ‖ω−η‖+ ‖η−Πkη‖< ε.

Now by taking ε→ 0 we see that the eigenvectors of the p-form Hodge Laplacian form an L2-orthonormal
basis of L2(

∧p M), the space of p-forms of class L2.

�

Theorem 6. Let M be a smooth compact manifold with boundary, and P a first order differential operator acting on
sections of a vector bundle, then

(Pu, v)− (u, P>v) =
1
i

∫

∂M

〈σP(x ,ν)u, v〉 d`.

Exercise 8 (Another long exercise). Let M be a compact oriented Riemannian manifold with boundary
∂M 6= ;. For x ∈ ∂M , V ∈ Tx M is called tangential if it is contained in Tx∂M ⊆ Tx M and W ∈ Tx M is called
normal if

〈V, W 〉= 0 for all tangential V.

An arbitrary Z ∈ Tx M can then be decomposed into a tangential and normal component:

Z = Ztan + Znor.

Analogously, η ∈ Γ p(T M∗) can be decomposed into

η= ηtan +ηnor

where ηtan operates on tangential p-vectors and ηnor on normal ones. For p-formsω on M , we may impose the
so-called absolute boundary conditions

ωtan = 0

(δω)nor = 0

on ∂M or the relative boundary conditions

ωnor = 0

(dω)nor = 0

on ∂M . (These two boundary conditions are interchanged by the ?-operator.) Develop a Hodge theory under
either set of boundary conditions.

We begin by providing an alternative formalization of the notion of tangent and normal differential forms and
vector fields. Let i : ∂M → M be the inclusion map. We say that ω ∈ Ωp(M) is tangent to ∂M if the normal part

nω= i∗(?ω)
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is zero. Analogously, ω is normal to ∂M if the tangent part defined by

tω= i∗(ω)

is zero. Now if X is a vector field on M , we can simply use the metric to determine when X is tangent or normal
to ∂M . It isn’t hard to check that X is tangent to ∂M if and only if X β is tangent to ∂M (which of course happens
precisely when ιX vol is normal to ∂M). We have the analogous result for characterizing when X is normal to
∂M .

This presentation clearly shows that these boundary conditions are interchanged by the Hodge star operator.

Now we prove two distinct Hodge decomposition theorems for smooth manifolds with boundary.

Theorem 7 (Hodge Decomposition for Manifolds with Boundary). Let M be a smooth compact oriented Riemannian
manifold with boundary. We have the following decomposition

Ωp(M) = dΩp−1(M)> ⊕δΩp+1(M)⊥ ⊕Hp(M),

where we define the relevant function spaces as

Ωp(M)> = {α ∈ Ωp(M) : α is tangent to ∂M},

Ωp(M)⊥ = {α ∈ Ωp(M) : α is normal to ∂M},
Hp(M) = {α ∈ Ωp(M) : dα= δα= 0}.

Proof. Note that the condition dα= δα= 0 is stronger than ∆α= 0 in the case when M has a boundary. We call
the elements ofHp harmonic fields.

Theorem 8 (Hodge Decomposition with Specified Boundary Conditions). Let M be a smooth compact oriented
Riemannian manifold with boundary. We have the following decomposition

Ωk(M) = dΩk−1(M)R ⊕δΩk+1(M)R ⊕H R
k (M),

where R denotes the relative boundary conditions. Analogously, we have another decomposition given by

Ωk(M) = dΩk−1(M)A ⊕δΩk+1(M)A ⊕H A
k (M),

whereA denotes the absolute boundary conditions.

Proof. The main idea is that we use the Freedholm alternative to obtain an L2 elliptic splitting of the space of
differential k-forms, and then we use the elliptic regularity of the Hodge Laplacian to force a C∞-splitting of
Ωk(M).

We claim that

(∆u, v) = (du, dv) + (δu,δv) +
1
i

∫

∂M

(〈σd(x ,ν)δu, v〉+ 〈du,σd(x ,ν)v〉) d`. (6)

To show this we want to use Theorem 6 in the case when P = d and P = δ. First we compute the principal
symbols of d and δ. Since for a k-form u,

d(ueiλψ) = iλeiλψ(dψ)∧ u+ eiλψdu,
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we see that 1
i σd(x ,ξ)u = ξ ∧ u. Observe that σδ(x ,ξ) = σd(x ,ξ)>, and that the adjoint of the map σd from

∧k T ∗x →
∧k+1 T ∗x is given by the interior product ιξu. Consequently, we see that 1

i σδ(x ,ξ)u = −ιξu. Now
Theorem 6 implies, for M a compact Riemannian manifold with boundary,

(du, v) = (u,δv) +
1
i

∫

∂M

〈σd(x ,ν)u, v〉 d`= (u,δv) +

∫

∂M

〈ν∧ u, v〉 d`,

and

(δu, v) = (u, dv) +
1
i

∫

∂M

〈σδ(x ,ν)u, v〉 d`= (u, dv)−
∫

∂M

〈ινu, v〉 d`,

where ν is the outward-pointing unit norm to ∂M . So we see that

(∆u, v) = (du, dv) + (δu,δv) +

∫

∂M

(〈ν∧ (δu), v〉 − 〈ιν(du), v〉) d`

= (du, dv) + (δu,δv) +

∫

∂M

(〈δu, ινv〉 − 〈du,ν∧ v〉) d`,

which is exactly Equation 6. Note that if u and v satisfy absolute boundary conditions, then the boundary integral
in Equation 6 vanishes. For the rest of this proof we introduce the following function spaces. It is easy to see that
these are closed subspaces (and hence Banach subspaces) of the Sobolev space of k-forms:

H1
R(M ,

∧k
T M∗) = {u ∈ H1(M ,

∧k
T M∗) : σd(x ,ν)u|∂M = 0},

H1
A (M ,

∧k
T M∗) = {u ∈ H1(M ,

∧k
T M∗) : σδ(x ,ν)u|∂M = 0},

H2
R(M ,

∧k
T M∗) = {u ∈ H2(M ,

∧k
T M∗) : u satisfies the relative boundary conditions},

H2
A (M ,

∧k
T M∗) = {u ∈ H2(M ,

∧k
T M∗) : u satisfies the absolute boundary conditions}.

Note that the elliptic regularity estimates from Exercise 3.5 (specifically Theorem 5) we deduce that in the case
of a compact manifold with smooth boundary that for all u ∈ H1

R(M ,
∧k T M∗)∪H1

A (M ,
∧k T M∗) that

‖u‖2
H1 ≤ C‖du‖2

L2 + C‖δu‖2
L2(M) + C‖u‖2

L2 . (7)

This follows by considering an isometric dual of M , i.e. a manifold N such that ∂ N = ; and M ,→ N is an isometric
embedding, and using the previous elliptic regularity results. Similarly, we deduce that if u ∈ H1

R(M ,
∧k T M∗)

satisfies
(du, dv) + (δu,δv)≤ C‖v‖L2(M), for all v ∈ H1

R(M ,
∧k

T M∗),

then u ∈ H2
R(M ,

∧k T M∗). We have the analogous results for the absolute boundary conditions as well. We can
rewrite (7) as the following pair of estimates:

‖u‖2
H1 ≤ C‖du‖2

L2 + C‖δu‖2
L2 + C‖σd(x ,ν)u‖2

H1/2(∂M) + C‖u‖2
L2 (8)

‖u‖2
H1 ≤ C‖du‖2

L2 + C‖δu‖2
L2 + C‖σδ(x ,ν)u‖2

H1/2(∂M) + C‖u‖2
L2 . (9)

In particular, these two estimates hold for all u ∈ H1(M ,
∧k T M∗) regardless of boundary behavior.

Now we consider the linear operator

LR : H1
R(M ,

∧k
T M∗)→ H1

R(M ,
∧k

T M∗)∗

defined via
(LRu, v) = (du, dv) + (δu,δv), u, v ∈ H1

R(M ,
∧k

T M∗).
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Similarly, we define LA : H1
A (M ,

∧k T M∗)→ H1
A (M ,

∧k T M∗)∗ in the same way (we just change the domain).
Now we see for T ∈ {A ,R} that the estimates (8) and (9) imply for some C0 > 0,

((LT + C0)u, u)≥ C‖u‖2
H1 , u ∈ H1

T (M ,
∧k

T M∗).

This coercivity implies that the operator is elliptic, and so the maps LT +C0 : H1
T (M ,

∧k T M∗)→ H1
T (M ,

∧k T M∗)∗

are bijective. In particular, the maps ST : H1
T (M ,

∧k T M∗)∗ → H1
R(M ,

∧k T M∗) giving the two sided inverses of

(LT + C0) are compact, self-adjoint operators on L2(M ,
∧k T M∗). So we have orthonormal bases {u j,k,T } of

L2(M ,
∧k T M∗) satisfying

ST u j,k,T = λ j,k,T u j,k,T , u j,k,T ∈ H1
T (M ,

∧k
T M∗).

Since ((LT + 1)u, u) ≥ ‖u‖2
L2 , we can clearly take C0 = 1. So the magnitude of all of the eigenvalues of ST are

bounded above by 1. Furthermore, we can order them such that the eigenvalues are decreasing to zero as j→∞.
So for all k we have the eigenvalues of LT increase to infinity (i.e. they have no finite accumulation point). Now
we can prove in the same way as Theorem 5 the following generalization for manifolds with boundary.

Theorem 9. Given f ∈ H j(M ,
∧k T M∗) for j = 1, 2, . . . , a k-form u ∈ H j+1(M ,

∧k T M∗) satisfying

∆u= f1 on M

and either the relative or absolute boundary conditions, belongs to H j+2(M ,
∧k T M∗). Furthermore, we have the

following elliptic estimates

‖u‖2
H j+2 ≤ C‖∆u‖2

H j + C‖σd(x ,ν)u‖2
H j+3/2(∂M) + C‖σd(x ,ν)δu‖2

H j+1/2(∂M) + C‖u‖2
H j+1

in the case of relative boundary conditions, and

‖u‖2
H j+2 ≤ C‖∆u‖2

H j + C‖σδ(x ,ν)u‖2
H j+3/2(∂M) + C‖σδ(x ,ν)du‖2

H j+1/2(∂M) + C‖u‖2
H j+1

in the case of absolute boundary conditions.

Now letH T
k (M) denote the 0-eigenspace of LT be the space of harmonic k-forms satisfying T -based boundary

conditions. Let ΠT denote the orthogonal projections of L2(M ,
∧k T M∗) onto H T

k . Parallel to the case of the
Neumann boundary problem we have continuous linear maps

GT : L2(M ,
∧k

T M∗)→ H2
T (M ,

∧k
T M∗),

such that GT annihilatesH T
k and inverts ∆ on the orthogonal complement

�

H T
k

�⊥
:

∆GT u= (1−ΠT )u, for u ∈ L2(M ,
∧k

T M∗). (10)

Furthermore, for j ≥ 0,

GT : H j(M ,
∧k

T M∗)→ H j+2(M ,
∧k

T M∗).

Now we obtain from (10) candidate Hodge decompositions for a compact Riemannian manifold with boundary:

u= dδGRu+δdGRu+ΠRu,

and analogously for the case with absolute boundary conditions imposed

u= dδGA u+δdGA u+ΠA u.
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It remains only to show that this decomposition is an orthogonal decomposition. By continuity, it suffices to check
orthogonality for u ∈ C∞(M ,

∧k T M∗). We will use the identity (du, v) = (u,δv) + γ(u, v) for u ∈
∧j−1(M) and

v ∈
∧j(M), with

γ(u, v) =
1
i

∫

∂M

〈σd(x ,ν)u, v〉 d`=
1
i

∫

∂M

〈u,σδ(x ,ν)v〉 d`.

Note that γ(u, v) = 0 if either u ∈ H1
R(M ,

∧j−1 T M∗) or v ∈ H1
A (M ,

∧j T M∗). In particular, we see that

u ∈ H1
R(M ,

∧j−1
T M∗) =⇒ du⊥ kerδ ∩H1(M ,

∧j−1
T M∗)

v ∈ H1
A (M ,

∧j
T M∗) =⇒ δv ⊥ ker d ∩H1(M ,

∧j−1
T M∗).

Now from our definitions, we have

δ : H2
R(M ,

∧j
T M∗)→ H1

R(M ,
∧j−1

T M∗),

d : H1
A (M ,

∧j
T M∗)→ H1

A (M ,
∧j+1

T M∗),

and so in particular

dδH2
R(M ,

∧k
T M∗)⊥ kerδ ∩H1(M ,

∧k
T M∗),

δdH2
A (M ,

∧k
T M∗)⊥ ker d ∩H1(M ,

∧k
T M∗).

This orthogonality implies

range(ΠRd )⊥ range(ΠRδ ) + range(ΠR), range(ΠAδ )⊥ range(ΠAd ) + range(ΠA ).

Furthermore, if u ∈H R
k and v = dGRw, then γ(u, v) = 0, and so (u,δv) = (du, v) = 0. Similarly, if v ∈H A

k and
u = δGAw, then γ(u, v) = 0, so (du, v) = (u,δv) = 0. This implies the desired orthogonality conditions, and so
the theorem is proved.

Now as in the general Hodge theory for compact manifolds, we would like to relate the cohomology groups to the
spaces of T -harmonic forms, i.e. H R

k (M) orH A
k (M). First we consider the case of relative boundary conditions.

Consider the function space C∞(M ,
∧k T M∗) = {u ∈ C∞(M ,

∧k T M∗) : i∗u = 0}. Since d ◦ i∗ = i∗ ◦ d, we see
that d : C∞(M ,

∧k T M∗) → C∞(M ,
∧k+1 T M∗). Now we consider the space of relatively closed and relatively

exact forms as

CRk (M) = {u ∈ C
∞(M ,

∧k
T M∗) : du= 0},

ERk (M) = dC∞(M ,
∧k−1

T M∗).

Now we define
Hk(M ,∂M) = CRk (M)/E

R
k (M).

Now we prove that there is a natural isomorphism Hk(M ,∂M) ∼= H R
k (M). To see this, note that there is an

injection
j :H R

k (M)→ CRk (M),

which yields a map (by postcomposing with the projection map) J :H R
k (M)→ Hk(M ,∂M). The orthogonality

of the terms in the Hodge decomposition theorem imply that image( j) ∩ ERk (M) = 0, and so J is injective. Fur-

thermore, if u ∈ CRk (M), then u is orthogonal to δv for any v ∈ C∞(M ,
∧k+1 T M∗), and so the term δ(dGRu) in

the Hodge decomposition vanishes, and so J is surjective. Hence, J is a natural isomorphism as desired. We have
an analogous relationship for the absolute harmonic forms, the proof is identical. �
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Chapter 3. Parallel Transport, Connections, and Covariant Derivatives

Exercise 1. Compute the transformation behavior of the Christoffel symbols of a connection under coordinate
transformations.

Let ∇ : Γ (T M)→ Γ (E)⊗ Γ (T ∗M) be a connection on a Riemannian manifold M (where E is some vector bundle
over M). Let Γ i

km be the Christoffel symbols of ∇ in local coordinates {x i} in some neighborhood U ⊆ M . By
shrinking U if necessary we can assume that U is also a bundle chart (i.e. local trivialization) of E. Now identify
E|U ∼= U ×Rn, where n = dim Ex is the dimension of the fibers of E. Under this isomorphism we see that a basis
for Rn induces a basis µ1, . . . ,µn of sections of E|U . Now recall that the Christoffel symbols are simply defined via

∇ ∂

∂ x i
µ j = Γ

k
i jµk.

Now let {yα} be another set of local coordinates over V ⊆ M (such that the domains have nonempty intersection).
Let ν1, . . . ,νn be a basis of sections over E|V by following the same procedure above. Then we see that

∇ ∂
∂ yα
νβ = Γ

γ

αβ
νγ.

Now let gUV ∈ C∞(U ∩ V,GL(n,R)) be the vector bundle transition functions of E on U ∩ V . That is to say for
x ∈ U ∩ V any any section of s ∈ Γ (E|U∩V ) written as

s =
n
∑

i=1

siµi =
n
∑

α=1

esανα that we have [si] = gUV [es
α],

where [·] is the column vector with entries specified above. In particular, we can find some smooth functions gαi
such that

να = g i
αµi .

Now by using the fact that ∇ is tensorial over T M and an R-derivation over the sections we see that

Γ
γ

αβ
νγ =∇ ∂

∂ yα
νβ =∇ ∂

∂ yα

�

g j
β
µ j

�

= g j
β
∇ ∂

∂ yα
µ j +

∂

∂ yα
(g j
β
)µ j

= g j
β
∇ ∂ x i

∂ yα
∂

∂ x i
µ j +

∂ g j
β

∂ yα
µ j = g j

β

∂ x i

∂ yα
∇ ∂

∂ x i
+
∂ g j

β

∂ yα
µ j

= g j
β

∂ x i

∂ yα
Γ k

i jµk +
∂ g j

β

∂ yα
µ j = g j

β

∂ x i

∂ yα
Γ k

i j g
γ

kνγ +
∂ g j

β

∂ yα
gγj νγ.

Now by comparing the coefficients of the first and last terms we find the following transformation behavior:

Γ
γ

αβ
= g j

β

∂ x i

∂ yα
gγkΓ

k
i j +

∂ g`
β

∂ yα
gγ
`
.

Note that in particular, if we consider a connection over T M we find that the transformation laws are simply given
by

Γ
γ

αβ
=
∂ x i

∂ yα
∂ x j

∂ yβ
∂ x k

∂ yγ
Γ k

i j +
∂ 2 x`

∂ yα∂ yβ
∂ yγ

∂ x`
.

Note that the transformation law is nonlinear, and so in particular we deduce that the Christoffel symbols do not
transform like a tensor at all. Note that if we choose some coordinates where the transformation is linear (i.e. the
second partials are zero) then the transformation rules of the Christoffel symbols are that of (1, 2)-type tensors.
For the same reason, we see that the difference of Christoffel symbols associated to different linear connections
is a tensor. �
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Exercise 2. Let E be a vector bundle with fiber Cn and a Hermitian bundle metric. Develop a theory of unitary
connections, i.e. of connections respecting the bundle metric.

Let E → M be a complex vector bundle with fiber Cn. A Hermitian bundle metric is a smooth section h : M →
(E∗)⊗2 ∼= (E ⊗R E)∗ such that (by using the natural duality pairing of the tensor product and multilinear maps)
hp : Ep × Ep → C is a Hermitian inner product. Note that with respect to a local frame {σ1, . . . ,σn} of E the Her-
mitian metric is given by a Hermitian matrix-valued function H = (Hi j) given by Hi j = h(σi ,σ j), and transforms

according to eH = BHB
>

, where B is a complex n× n matrix.

Now recall that a linear connection over E → M is a map ∇ : Γ (E) → Γ (E) ⊗ Γ (T ∗M) ∼= Γ (E) ⊗ Ω1(M) that
satisfies certain properties. Observe that we can more concisely described a linear connection as a K-linear map
∇ : Ω0(M ; E)→ Ω1(M ; E) satisfying the Leibniz product rule

∇( f σ) = d f ⊗σ− f (∇σ),

where d f ⊗σ ∈ Ω1(M ; E), when evaluated at p ∈ M , is the R-linear map Tp M → Ep given by v 7→ (d f )p(v) ·σ(p).
Similarly, f∇σ is the element of Ω1(M ; E), when evaluated at p ∈ M , is the R-linear map Tp M → Ep given by
v 7→ f (p)(∇σ)p(v). This is easily seen to coincide with the definition provided in the text since d f (V ) = V ( f ).

A linear connection ∇E is a unitary connection if for any smooth sections σ1,σ2 ∈ Γ (E) we have

d(h(σ1,σ2)) = h(∇Eσ1,∇Eσ2) + h(σ1,∇Eσ2).

Here the exterior derivative, d, is applied to the complex valued function h(σ1,σ2) and on the right hand side
we use the following definition h(α⊗σ,τ) := αh(σ,τ) for a complex valued 1-form α ∈ Ω1(M ;C) and smooth
sections σ,τ ∈ Γ (E). Analogously, we define h(σ,α ⊗ τ) = αh(σ,τ). Now we develop some theory regarding
unitary connections:

• Algebraic structure of linear connections: We show that the space of complex linear connections is an affine
space, whose group of translations is simply the vector space Ω1(M ; End(E)). Let ∇ and e∇ be linear con-
nections. It suffices to show that (∇− e∇) is an element of Ω1(M ; E). Let f ∈ C∞(M ;C) and σ ∈ Γ (E).
Now we see that

(∇− e∇)( f σ) =∇( f σ)− e∇( f σ)

= d f ⊗σ+ f (∇σ)− d f ⊗σ− f (e∇σ)

= f (∇− e∇)σ.

So we see that (∇− e∇) is a C∞(M ;C) linear map from Ω0(M ; E) ∼= Γ (E) to Ω1(M ; E). Hence (∇− e∇) is
an End(E)-valued 1-form on M . Furthermore, by an identical argument we find that the group of unitary
connections is an affine space, with translation group given by the vector space Ω1(M ;uh(E)), where uh(E)
is the Lie algebra associated to the Lie group U(E).

• Reduction of the structure group: The structure group of a complex vector bundle with a Hermitian connec-
tion reduces to U(n). To see this, we simply use the Gram-Schmidt orthogonalization procedure to obtain
a h-unitary local frame out of any given local frame of E. By localizing, we can identify E|U with U × Cn,
where Cn is endowed with the usual Hermitian metric. The transition functions of such an atlas have an as-
sociated 1-cocycle of transition maps which preserve the Hermitian product; hence, this transition functions
are U(n)-valued.

• Existence of a unitary connection: Let ∇0 be an arbitrary connection on E. We define its adjoint (∇0)∗ by

h
�

ψ1, (∇0)∗Xψ2

�

= X · h(ψ1,ψ2)− h(∇0
Xψ1,ψ2).
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Since h is non-degenerate this suffices to define (∇0)∗X as a C∞(M)-linear function in X . In ψ2 we see that

h(ψ1, (∇0)∗X ( fψ2)) = X · h(ψ1,ψ2)− h(∇0
Xψ1, fψ2)

= (X · f )h(ψ1,ψ2) + f X · h(ψ1,ψ2)− f h(∇0
Xψ1,ψ2)

= h(ψ1, (X f )ψ2 + f (∇0)∗Xψ2).

Since this holds for all ψ1 and ψ2, we have

(∇0)∗X ( fψ2) = (X · f )ψ2 + f (∇0)∗Xψ2,

for all ψ2< and so (∇0)∗ is a connection.

The defining property of the adjoint implies that ∇ is unitary if and only if ∇ = ∇∗ and (∇∗)∗ = ∇. Since
any convex combination of connections is a connection, we take

∇=
1
2
(∇0 + (∇0)∗).

We clearly have that ∇ is equal to its own adjoint, and hence is a unitary connection.

• The ∂ operator: From here on out we will assume that M is a complex manifold and E→ M is a holomorphic
vector bundle. Note that Ω1(M ; E) splits as Ω1,0(M ; E)⊕Ω0,1(M ; E), where Ω1,0(M ; E) is the complex vector
space of C-linear 1-forms α : T M → E, and Ω0,1(M ; E) is the complex vector space of C-antilinear forms.
This splitting follows in the same way as the splitting of the complexification of the tangent bundle:

T M ⊗R C= T 1,0M ⊕ T 0,1M .

Note that we can split a unitary connection as∇=∇1,0+∇0,1, where∇0,1 : Ω0(M ; E)→ Ω0,1(M ; E) satisfies

∇0,1( f σ) = ∂ f ⊗σ+ f∇0,1σ.

We show that there exists a canonical ∂ -operator. That is, there is a canonical ∂
E

: C∞(M ; E)→ Ω0,1(E)
operator satisfying the following Leibniz rule: for all f ∈ C∞(M ;C) and σ ∈ Ω0(M ; E) we have

∂
E
( f σ) = (∂ f )σ+ f ∂

E
σ.

The canonical ∂
E

operator over the tangent bundle is simply given by the splitting of the exterior derivative

d = ∂ + ∂ . This satisfies ∂
2
= 0 and that ∂ f = 0 if and only if f is holomorphic. To generalize this to

arbitrary complex vector bundles E→ M we simply define ∂
E

locally as

∂
E
( f σ) = ∂ ( f )⊗σ.

• The canonical unitary connection: Let ∂ be any ∂ -operator as above. We claim there is a unique unitary
connection on (E, h) satisfying ∇0,1 = ∂ . Let {ei} be a local holomorphic frame for E. Then any local
section σ can be written as σ = σiei . Then we see that

∇σ = (dσi +σ jθ ji)⊗ ei ,

where θ ji is the matrix of 1-forms given by ∇e j = θ ji ⊗ ei . Now if we assume that ∇ has (0,1)-part given

by ∂ , then ∇0,1ei = 0, and so θ ji has type (1, 0). We se hi j = h(ei , e j). Since ∇ is a unitary connection,

dhi j = ∂ hi j + ∂ hi j = h(∇ei , e j) + h(ei ,∇e j) = θikhk j + hikθ jk.

By equating the (1,0) types we see that θ = ∂ h · h−1, which is entirely determined locally. A direct compu-
tation shows that θ transforms in a way that makes ∇ globally a connection on E→ M .

Now by taking ∂ = ∂
E
, the canonical ∂ -operator coinciding with the holomorphic structure on E, we see

that there is a unique unitary connection which coincides with the holomorphic structure of the complex
vector bundle.
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Exercise 3. Show that each vector bundle with a bundle metric admits a metric connection.

Let E→ M be a vector bundle with bundle metric gE . Recall that a connection∇ is said to be a metric connection
if and only if for all X ∈ X(M) and σ,τ ∈ Γ (E) we have

gE(∇Xσ,τ) + gE(σ,∇Xτ) = X (gE(σ,τ)).

So in local coordinates, we see that the connection is a metric connection if and only if the associated Christoffel
symbols satisfy

∂

∂ x i
(gE) jk = Γ

`
i j(gE)`k + Γ

`
ik(gE) j`.

Now given a matrix function gE , we can always find functions Γ k
i j that satisfy these relations. In particular, if we

consider a local trivialization of E, then we can find the associated Christoffel symbols. Now by covering M with
a family of open sets {Uα}α∈Λ such that E → Uα is a trivial bundle we can find the desired Christoffel symbols,
and then patch them together using a partition of unity. �

Exercise 4. Let x0 ∈ M , D a flat metric connection on a vector bundle E over M . Show that D induces a map
π1(M , x0)→ O(n), considering O(n) as the isometry group of the fiber Ex0

.

By starting with a flat metric connection we easily obtain a representation of the fundamental group. LetP (D,γ, v)
be the parallel transport of the vector v ∈ Tγ(0)E along the closed curve γ with respect to the connection D.
First let Ω(M , x0) denote the loop space of M with basepoint x0. Now we simply define the representation
ρ : Ω(M , x0)→ End(Ex0

) given by

ρ(γ) = (v 7→ P (D,γ, v)) , v ∈ Ex0
.

Note that sinceP (D,γ, ·) is obtained by a linear ordinary differential equation we see that the flow map is a linear
map as well. Furthermore, by the same reasoning we deduce that P (D,γ, ·) is a linear isomorphism of vector
spaces. In particular, we have ρ : Ω(M , x0)→ GL(Ex0

).

Now we use the fact that D is a metric connection to show that ρ(γ) is an isometry for any γ ∈ Ω(M , x0). Recall
that D is a metric connection if for any sections µ,ν ∈ Γ (E) we have

d〈µ,ν〉= 〈Dµ,ν〉+ 〈µ, Dν〉,

in Ω1(M). In the above, the C∞(M)-valued pairings on the right hand side between Γ (E) and (T M∗ ⊗ E) are
defined in the obvious way by taking the 1-form on the outside. Equivalently, we have that

X 〈µ,ν〉= 〈DXµ,ν〉+ 〈µ, DXν〉.

Now fix γ : S1 → M in the loop space, and let µ : S1 → E and ν : S1 → E be smooth curves along γ, i.e.
µ,ν ∈ Γ (γ(S1)) and µ(t),ν(t) ∈ Eγ(t). Let S1 be parameterized by θ ∈ [0,2π) with the obvious meaning. The
metric compatibility gives us

d
dt
〈µ(t),ν(t)〉=

­

Dµ
dt

,ν
·

+
­

µ,
Dν
dt

·

.

Now fix v, w ∈ Ex0
and define µ(t) = P (D,γ|[0,t], v) and ν(t) = P (D,γ|[0,t], w). Then we see that since µ and ν

are parallel along γ that
Dµ
dt
=

Dν
dt
= 0,
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and in particular
d
dt
〈µ(t),ν(t)〉=

d
dt
〈P (D,γ|[0,t], v),P (D,γ|[0,t], w)〉= 0.

So we see that parallel transport is an isometry between the corresponding fibers for all t ∈ [0,2π). Now by fully
traversing the curve (taking t = 2π) we see that

〈ρ(γ)v,ρ(γ)w〉= 〈v, w〉.

Hence ρ(γ) ∈ O(Ex0
) = O(n).

It now remains to show that ρ(γ) only depends on the path-homotopy class of γ – this will follow from the fact
that D is a flat connection. Let γ0,γ1 ∈ Ω(M , x0) be path-homotopic, where γ : S1 × [0,1] → M is a smooth
function such that

γ(t, 0) = γ0(t), γ(t, 1) = γ1(t), t ∈ S1.

Now fix v0 ∈ Ex0
. We claim that ρ(γ0)v0 = ρ(γ1)v0. To do this, consider v : S1 × [0,1]→ E be a smooth section

over γ defined as
v(t, s) =P (D,γ(·, s)|[0,t], v0).

By the definition of parallel transport we have that Dv
dt = 0. Now since D is a linear connection, a direct compu-

tation shows
D2v
dtds

−
D2v
dsdt

= TD

�

∂ γ

∂ s
,
∂ γ

∂ t

�

,

where
TD(X , Y )σ = DX DYσ− DY DXσ− D[X ,Y ]σ

is the torsion tensor. Since D is flat we have that the torsion tensor is identically zero, and so by taking u := Du
dt

we have
Du
dt
= 0.

But for t = 0, s ∈ [0,1] we have that v(0, s) = v0, and so u(0, s) = 0. In other words, for a fixed s ∈ [0, 1] the path
u(·, s) is parallel in E with respect to D. Now by uniqueness of the parallel transport, we deduce that u≡ 0. Now
we use this at t = 2π. In this case we know that v(1, s) ∈ Ex0

for all s ∈ [0, 1]. Moreover, from the definition of
covariant differentiation we have

Dv
ds
(1, s) =

∂

∂ s
v(1, s) ∈ Tx0

Ex0
∼= Ex0

.

So we deduce that s 7→ v(1, s) is constant. In particular, v(2π, 0) = v(2π, 1), i.e. ρ(γ0)v0 = ρ(γ1)v0. Now since
v0 ∈ Ex0

was arbitrary we see that ρ(γ) only depends on the path-homotopy class of γ.

We now conclude: since π1(M , x0) is given as the quotient space of Ω(M , x0) with respect to the equivalence
relation induced by path-homotopy equivalence we see that ρ([γ]) is well defined for any [γ] ∈ π1(M , x0). By
the above results we deduce that

ρ : π1(M , x0)→ O(Ex0
).

By considering π1(M , x0) as a group (with group operation induced by path concatenation) we see that ρ is a
group homomorphism (this follows immediately from the fact that parallel transport is given by the solution to a
linear ordinary differential equation). Hence, ρ is a representation of the group π1(M , x0) over the vector space
Ex0

. �

Exercise 5. Let Sn
r := {x ∈ Rn+1 : ‖x‖ = r} be the sphere of radius r. Compute its curvature tensor and

volume.
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We endow Sn
r with the induced Riemannian metric from Rn+1. Now let ∇ denote the Levi-Civita connection on

Rn+1. Now let X , Y ∈ Γ (TSn
r ), and let X , Y be local extensions of X and Y to Rn+1. Since ∇X Y at any point p ∈ Sn

only depends on the vector X (p) = X (p) we simply write ∇X Y for ∇X Y . Since Sn
r is a Riemannian submanifold

of Rn+1 we have that the Levi-Civita connection, ∇, on Sn
r is simply given by orthogonal projection, i.e.

∇X Y =∇X Y − 〈∇X Y,ν〉ν,

where ν= ν(p) is the unit outward normal vector on Sn
r . Note that for some p ∈ Sn

r we have that

ν(p) =
p
‖p‖

=
p
r

.

Hence,

∇X Y =∇X Y −
1
r2
〈∇X Y, p〉p = X (Y )−

1
r2
〈X (Y ), p〉p,

where p ∈ Sn
r ⊆ Rn+1. Now we compute at some point p ∈ Sn

r ,

∇X∇Y Z = X (∇Y Z)−
1
r2
〈X (∇Y Z), p〉p

= X Y (Z)−
1
r2
〈X Y (Z), p〉p−

1
r2
〈Y (Z), X 〉p−

1
r2
〈Y (Z), p〉X

−
1
r2
〈X Y (Z), p〉p+ 〈X Y (Z), p〉p+ 〈Y (Z), X 〉p+

〈Y (Z), p〉
r2

〈X , p〉p

= X Y (Z) +
�

1−
2
r2

�

〈X Y (Z), p〉p+
�

1−
1
r2

�

〈Y (Z), X 〉p−
1
r2
〈Y (Z), p〉X

= X Y (Z) +
�

1−
2
r2

�

〈X Y (Z), p〉p+
�

1−
1
r2

�

〈Y (Z), X 〉p+
1
r2
〈Z , Y 〉X ,

where we have repeatedly used the fact that 〈X , p〉 = 〈Y, p〉 = 〈Z , p〉 = 0. Now we see that since the Lie bracket
of vector fields in Rn+1 vanish,

R(X , Y )Z =∇X∇Y Z −∇Y∇X Z −∇[X ,Y ]Z

=∇X∇Y Z −∇Y∇X Z

= X Y (Z) +
�

1−
2
r2

�

〈X Y (Z), p〉p+
�

1−
1
r2

�

〈Y (Z), X 〉p+
1
r2
〈Z , Y 〉X

−
�

Y X (Z) +
�

1−
2
r2

�

〈Y X (Z), p〉p+
�

1−
1
r2

�

〈X (Z), Y 〉p+
1
r2
〈Z , X 〉Y

�

=
1
r2
(〈Z , Y 〉X − 〈Z , X 〉Y ) .

So summarizing we have shown that

R(X , Y )Z =
1
r2
〈Y, Z〉X −

1
r2
〈X , Z〉Y.

Now we compute the volume of Sn
r . Recall that the Gamma function is defined by

Γ (t) =

∫ ∞

0

x t−1e−x dx , t > 0.

By the homogeneity of the Hn-measure, we see that vol(Sn
r ) = rn vol(Sn

1). We compute the following integral in
two ways

∫

Rn+1

e−‖x‖
2

dx .
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First consider the polar coordinates change of variables Sn × [0,∞)→ Rn+1 given by (σ, r) = rσ. Now we can
write

∫

Rn+1

e−‖x‖
2

dx =

∫ ∞

0

rne−r2
dr

∫

Sn

1 dσ = vol(Sn
1)

∫ ∞

0

rne−r2
dr.

Alternatively, by writing x = (x0, . . . , xn+1) we deduce that
∫

Rn+1

e−‖x‖
2

dx =

∫

Rn+1

e−x2
1−···−x2

n+1 dx1 · · ·dxn+1

=

∫

R

e−x2
1 dx1

∫

R

e−x2
2 dx2 · · ·

∫

R

e−x2
n+1 dxn+1

=

�∫

R

e−y2
dy

�n+1

.

Now by considering the change of variables u= −r2 we can compute

∫ ∞

0

re−r2
dr = −

1
2

∫ −∞

0

eu du=
1
2

.

Since we know the circumference of the circle S1 ⊆ R2, we deduce
∫

R2

e−‖x‖
2

dx = π.

Hence,
∫

Rn+1

e−‖x‖
2

dx =

�∫

R2

e−‖x‖
2

dx

�
n+1

2

= π
n+1

2 .

In particular, we find that

vol(Sn
1) =

πn+1

∫∞
0 ene−r2 dr

.

Now by considering the change of variables u= r2 we find that

∫ ∞

0

rne−r2
dr =

1
2

∫ ∞

0

u
n−1

2 e−u du=
1
2
Γ

�

n+ 1
2

�

.

So we find that

vol(Sn) =
2π

n+1
2

Γ
�

n+1
2

� , vol(Sn
r ) =

2π
n+1

2 rn

Γ
�

n+1
2

� .

Where the last step follows from the homogeneity of the Hausdorff measure. �

Exercise 6. Consider the hyperboloid in R3 defined by the equation

x2 + y2 − z2 = −1, z > 0,

and compute its curvature.
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Denote the hyperboloid as
H := {(x , y, z) ∈ R3 : x2 + y2 − z2 = −1, z > 0}.

Since we are only dealing with a 2-dimensional hyperboloid it is easy to do all of these computations in coordi-
nates. We parameterize H by coordinates (θ ,φ) as follows:

(θ ,φ) 7→





sinh(θ ) cos(φ)
sinh(θ ) sin(φ)

cosh(θ )





Now we compute the orthogonal coordinate basis vectors of the tangent space

∂θ = (cosh(θ ) cos(φ), cosh(θ ) sin(φ), sinh(θ )),
∂φ = (− sinh(θ ) sin(φ), sinh(θ ) cos(φ), 0).

Now we see that the metric is given by gi j = ∂i · ∂ j:

(gi j) =
�

cosh(2θ ) 0
0 sinh2(θ )

�

.

Since this is a diagonal matrix we easily compute the inverse (g i j):

(g i j) =

� 1
cosh(2θ ) 0

0 1
sinh2(θ )

�

.

Now we compute the derivatives of the basis vectors:

∂θ ,θ = (sinh(θ ) cos(φ), sinh(θ ) sin(φ), cosh(θ ))
∂θ ,φ = (− cosh(θ ) sin(φ), cosh(θ ) cos(φ), 0)

∂φ,θ = (− cosh(θ ) sin(φ), cosh(θ ) cos(φ), 0)

∂φ,φ = (− sinh(θ ) cos(φ), − sinh(θ ) sin(φ), 0).

The associated dual basis is given by dθ = gθ j∂ j and dφ = gφ j∂ j . Computing them gives us

dθ =
1

cosh(2θ )
(cosh(θ ) cos(φ)d x + cosh(θ ) sin(φ)d y + sinh(θ )dz) ,

dφ =
1

sinh2(θ )
(− sinh(θ ) sin(φ)d x + sinh(θ ) cos(φ)d y) .

Now we compute the Christoffel symbols Γ i
jk = Γ

i
k j = di(∂ j,k):

Γ θθθ = dθ (∂θ ,θ ) = tanh(2θ ), Γ θθφ = dθ (∂θ ,φ) = 0, Γ θφφ = dθ (∂φ,φ) = −
1
2

tanh(2θ )

Γ
φ

θθ
= dφ(∂θ ,θ ) = 0, Γ

φ

θφ
= dφ(∂θ ,φ) = coth(θ ), Γ

φ

φφ
= dφ(∂φ,φ) = 0.

We now write out the two Christoffel matrices

Γθ =

�

Γ θθθ 0
0 Γ

φ

θφ

�

=
�

tanh(2θ ) 0
0 coth(θ )

�

, Γφ =

�

0 Γ θ
φφ

Γ
φ

φθ
0

�

=

�

0 − 1
2 tanh(2θ )

coth(θ ) 0

�

.

Now we have

[Γθ , Γφ] =

�

0 cosh2(θ ) sech2(2θ )
coth2(θ ) sech2(2θ ) 0

�

.
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Recall that the Riemann curvature tensor in coordinates is given by

Ri
mnk = (Rnk)

i
m = [∂k + Γk,∂n + Γn]

i
m = (Γn,k − Γk,n + ΓkΓn − ΓnΓk)im.

Now we have that the derivatives of the Christoffel symbols are given by

Γθ ,θ =

�

2sech2(2θ ) 0
0 − csch2(θ )

�

, Γφ,θ =

�

0 − sech2(2θ )
− csch2(θ ) 0

�

,

and the rest are identically zero. Since Ri
mθθ = Ri

mφφ = 0 and Rθ
θθφ
= Rφ

φθφ
= 0 we have that the nonzero terms

of the curvature tensor are

Rφ
θθφ
= −(Γφ,θ )

θ
φ + [Γφ , Γθ ]

φ

φφ
θ = csch2(θ ) + coth2(θ ) sech(2θ )

Rθφθφ = −(Γφ,θ )
θ
φ + [Γφ , Γθ ]

θ
φ = sech2(2θ ) + sech2(2θ ) cosh2(θ ).

Now we compute the Ricci curvature, which is simply the contraction of the Riemann curvature tensor:

Rθθ = Rθθθθ + Rφ
φθφ
= csch2(θ ) + coth2(θ ) sech(2θ )

Rφφ = Rθφθφ + Rφ
φφφ

= − sech2(2θ )− sech2(2θ ) cosh2(θ ).

Now we compute the scalar curvature, which is simply the contraction of the Ricci curvature tensor: R= gkmRmk:

R= gθθRθθ + gφφRφφ = 2sech2(2θ ).

Note that we can also express the scalar curvature implicitly as

R=
2

(1− 2z2)2
.

Since we are working with a 2-manifold we see that the Guassian curvature, K , satisfies R= 2K , and so we deduce
that

K = sech2(2θ ).

�

Exercise 7. Verify that the catenoid, the helicoid, and Enneper’s surface are minimal surfaces.

• Catenoid: we parameterize the catenoid as follows:

(u, v) 7→





cosh(u) cos(v)
cosh(u) sin(v)

u





Now we compute the basis tangent vectors

∂u = (sinh(u) cos(v), sinh(u) sin(v), 1), ∂v = (− cosh(u) sin(v), cosh(u) cos(v), 0).

Now we see that the normal vector is given by

∂u × ∂v = (− cosh(u) cos(v), − cosh(u) sin(v), sinh(u) cosh(u)).

We also compute ‖∂u × ∂v‖= cosh2(u), and so the unit normal vector field is given by

ν(u, v) =
�

−
cos(v)

cosh(u)
, −

sin(v)
cosh(u)

, tanh(u)
�

.
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Furthermore,

∇R3

∂u
ν= ∂u(ν) =

�

cos(v) sech(u) tanh(u), sin(v) sech(u) tanh(u), sech2(u)
�

,

∇R3

∂v
ν= ∂v(ν) = (sin(v) sech(u), − cos(v) sech(u), 0) .

Now we compute the shape operator

S(∂u,ν) = ∂u(ν)− 〈∂u(ν),ν〉ν=
�

cos(v) sech(u) tanh(u), sin(v) sech(u) tanh(u), sech2(u)
�

,

S(∂v ,ν) = ∂v(ν)− 〈∂v(ν),ν〉ν= (sin(v) sech(u), − cos(v) sech(u), 0) .

So we can write
S(∂u,ν) = sech2(u)∂u, S(∂v ,ν) = − sech2(u)∂v .

Now we compute

Hν =
1
2

tr(Sν) =
1
2

�

sech2(u)− sech2(u)
�

= 0.

So we see that the mean curvature vector is identically zero; hence the catenoid is a minimal surface.

• Helicoid: we parameterize the helicoid as follows:

(u, v) 7→





u cos(v)
u sin(v)

v





The basis tangent vectors are given by

∂u = (cos(v), sin(v), 0), ∂v = (−u sin(v), u cos(v), 1).

The normal vector is given by
∂u × ∂v = (sin(v), − cos(v), u),

with norm ‖∂u × ∂v‖=
p

1+ u2. So the unit normal vector field is given by

ν(u, v) =
1

p
1+ u2

(sin(v), − cos(v), u).

Now we compute the shape operator

S(∂u,ν) =
1

(1+ u2)3/2
(−u sin(v), u cos(v), 1) =

1
(1+ u2)3/2

∂v ,

S(∂v ,ν) =
1

p
1+ u2

(cos(v), sin(v), 0) =
1

p
1+ u2

∂u.

Now it is clear that Hν =
1
2 tr(Sν) = 0, and so the helicoid is a minimal surface.

• Enneper’s surface: we parameterize Enneper’s surface, E, as follows:

(u, v) 7→
�

u
2
−

u3

6
+

uv2

2
, −

v
2
+

v3

6
−

u2v
2

,
u2

2
−

v2

2

�

As in the previous two examples, we now compute the basis tangent vectors

∂u =

�

1
2
−

u2

2
+

v2

2
, − uv, u

�

, ∂v =

�

uv, −
1
2
−

u2

2
+

v2

2
, − v

�

.
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The normal vector is again given by the cross product:

∂u × ∂v =
1
2

�

u(1+ u2 + v2), v(1+ u2 + v2),
1
2
(−1+ u4 + 2u2v2 + v4)

�

, ‖∂u × ∂v‖=
1
4
(1+ u2 + v2)2,

and so

ν(u, v) =
1

1+ u2 + v2

�

2u, 2v, − 1+ u2 + v2
�

.

Now we compute the shape operator:

S(∂u,ν) =
1

(1+ u2 + v2)2
�

2− 2u2 + 2v2, − 4uv, 4u
�

=
4

(1+ u2 + v2)2
∂u,

and

S(∂v ,ν) =
1

(1+ u2 + v2)2
�

−4uv, 2(1+ u2 − v2), 4v
�

= −
4

(1+ u2 + v2)2
∂v .

Now we see that

Hν =
1
2

tr(Sν) = 0,

and so the Enneper’s surface is a minimal submanifold of R3.

�

Exercise 8. Determine all surfaces of revolution in R3 that are minimal. (Answer: the catenoid is the only
one.)

We claim that the only minimal surfaces of revolution in R3 are the catenoid and the plane. A surface of revolution
is parameterized as f : R× [0,2π)→ R3 given by

f (r(t) cos(θ ), r(t) sin(θ ), h(t)),

for some positive function r : R→ R+ and h : R→ R. Now we compute the basis tangent vectors as

∂t = (r
′ cosθ , r ′ sinθ , h′), ∂θ = (−r sinθ , r cosθ , 0).

The metric in these coordinates is given by

(gi j) =
�

(r ′)2 + (h′)2 0
0 r2

�

, and (g i j) =

� 1
(r ′)2+(h′)2 0

0 1
r2

�

.

Now we see that the normal vector field is simply given by

ν=
1

p

(r ′)2 + (h′)2
(−h′ cosθ , − h′ sinθ , r ′).

Rather than computing the shape operator, we begin by computing the principal curvatures. The second deriva-
tives of f are simply given by

∂t t f = (r ′′ cosθ , r ′′ sinθ , h′′), ∂θθ ) f = (−r cosθ , − r sinθ , 0), ∂tθ = (−r ′ sinθ , r ′ cosθ , 0).

Now we see that binormal matrix is given by

bt t = 〈∂t t f ,ν〉=
r ′h′′ − h′r ′′

(r ′)2 + (h′)2
, bθθ = 〈∂θθ f ,ν〉=

rh′
p

(r ′)2 + (h′)2
, btθ = 〈∂tθ ,ν〉= 0.
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Since both (bi j) and (gi j) are diagonal matrices we see that g−1 b is also diagonal. Hence the basis vector directions
are principal curvature directions, and we see that κ1 = g t t bt t and κ2 = gθθ bθθ . Hence

H =
κ1 +κ2

2
.

In particular, we see that f (R× [0,2π)) is a minimal submanifold of R3 if and only if

r(r ′h′′ − h′r ′′) + h′((r ′)2 + (h′)2) = 0. (11)

Now we see that if h(t) = c for any fixed constant c ∈ R that Equation 11 is satisfied. Hence, this is a minimal
submanifold. Geometrically, we see that the corresponding surface of revolution is given by P = {z = c}.

Now suppose that h(t) is not constant. So we see that there is some point t0 ∈ R such that h′(t0) 6= 0, and in
particular h is locally monotone. By a reparameterization of r and h we can assume that h(t) = t locally. In this
case Equation 11 becomes

r r ′′ = 1+ (r ′)2, r > 0.

The solution of this ordinary differential equation is simply given by

r(t) = a cosh
� t − t0

a

�

,

for any a > 0. By the uniqueness of the Cauchy-Lipchitz-Picard-Lindelöf theorem these are all of the solutions
locally. Furthermore, these solutions extend globally for all t ∈ R. As a result, we see that h′(t0) 6= 0 for some
t0 ∈ R that h′(t) 6= 0 for all t ∈ R. Since these are all solutions, we deduce that the only other minimal surfaces
are given by

f (t,θ ) =
�

a cosh
� t − t0

a

�

cosθ , a cosh
� t − t0

a

�

sinθ , t
�

,

where a > 0 is a free parameter.

Of course since rotations and translations are isometries of R3 we have that all minimal surfaces of revolution are
given by translated and/or rotated catenoids and planes. �

Exercise 9. Let F : M m → Rm+1 be an isometric immersion (m = dim M). Give a complete derivation of the
formula

∆F = mη,

where ∆ is the Laplace-Beltrami operator of M and η is the mean curvature vector of F(M).

Of course by ∆F we mean that the Laplace-Beltrami operator is applied coordinate wise. By postcomposing with
the projections we can write F = (F1, . . . , Fm+1), where Fi : M m→ R.

Fix any vector v ∈ Rm+1; we will consider the real valued function f = 〈F, v〉 : M m → R. Now fix p ∈ M
and let {e1, . . . , em} be a geodesic frame in a neighborhood of p. Let ~N be the local normal frame in the same
neighborhood of F(p) ∈ F(M m) ⊆ Rm+1. Now recall that the Laplace-Beltrami operator in geodesic coordinates
is given by

∆h=
m
∑

i=1

ei(ei(h)), h ∈ C∞(M).

Note that for some vector w ∈ Tp M , that d fp(w) = 〈dFp(w), v〉. We use this to compute

∆ f =∆〈F, v〉=
m
∑

i=1

ei(ei〈F, v〉) =
m
∑

i=1

ei(d f (ei)) =
m
∑

i=1

ei〈dF(ei), v〉.
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Since F is an isometric immersion we have a natural identification, Tp M ∼= Tp F(M), which respects the inner
product. In particular, we have that ei〈dF(ei), v〉 = dF(ei)〈dF(ei), v〉. Now we use the compatibility of the
Levi-Civita connection, ∇, of Rm+1 with the Euclidean metric 〈·, ·〉 to obtain

m
∑

i=1

dF(ei)〈dF(ei), v〉=
m
∑

i=1

〈∇dF(ei)dF(ei), v〉+ 〈dF(ei),∇dF(ei)v〉

=
m
∑

i=1

〈∇dF(ei)dF(ei), v〉

=
m
∑

i=1

〈dF(∇ei
ei), v〉+ 〈II(dF(ei), dF(ei)), v〉,

where II is the vector valued second-fundamental form. Now since ei was chosen to be a geodesic frame at p we
have ∇ei

ei(p) = 0, and so

m
∑

i=1

〈dF(∇ei
ei), v〉+ 〈II(dF(ei), dF(ei)), v〉=

m
∑

i=1

〈II(dF(ei), dF(ei)), v〉= mH〈N , v〉.

So we have shown that
∆〈F, v〉= mH〈N , v〉.

Now by applying this result where v = x i are the standard unit vectors of Rm+1 we find that

∆F = mH ~N = mη.

�

Exercise 10. Let F : M m → Sn ⊆ Rn+1 be an isometric immersion. Show that F(M) is minimal in Sn if and
only if there exists a function ϕ on M with ∆F = ϕF , and that in this case necessarily ϕ ≡ m.

Let ∇ denote the Levi-Civita connection on Rn+1 and ∇ the Levi-Civita connection of Sn. Now if η and η are the
mean curvature vectors of F(M) in Rn+1 and Sn, respectively, then

η= (η)>Sn

=
1
n
(∇F)>Sn

,

where we used Exercise 3.9. Now we see that F is minimal in Sn if and only if there exists a function ϕ : M → R
with ∆F = ϕF . Note that in this case

〈∆F, F〉= ϕ‖F‖2 = ϕ.

Observe for v ∈ Tp M , that 〈dF(v), F〉 = 0. Now let {e1, . . . , em} be an orthonormal basis of Tp M , and so we have
〈dF(ei), F〉= 0 for all i = 1, . . . , m. In particular,

0= dF(ei)〈dF(ei), F〉= 〈∇dF(ei)dF(ei), F〉+ 〈dF(ei), dF(ei)〉,

where we used the comptability of the Levi-Civita connection with the Euclidean metric. Since

〈∇dF(ei)dF(ei), F〉= d∇dF(ei)dF(ei)
⊥,

we deduce that
0= 〈tr(II), F〉+m= −〈∇F, F〉+m.

So we deduce that ϕ ≡ m in this case. �
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Exercise 11. Show that for n ≥ 4, there exists no hypersurface (i.e. a submanifold of codimension 1) in Rn

with negative sectional curvature.

Assume, for the sake of contradiction, that all of the sectional curvatures of a hypersurface M ⊆ Rn for some
n ≥ 4 are negative at some point p ∈ M . Now let {e1, . . . , en} be an orthonormal basis for Tp M where the vector
valued second fundamental form, II, is diagonal, with corresponding eigenvalues (λi). From the Gauss theorem
we know that

K(ei , e j) = eK(ei , e j) + K(ei , e j) = λiλ j ,

since the ambient space is flat. Now by assumption, for i 6= j, we deduce that λiλ j < 0. However, since dim M ≥ 3
this is impossible. To illustrate this contradiction, note that in the case dim M = 3 this would mean that

λ1λ2 < 0, λ1λ3 < 0, λ2λ3 < 0,

which is clearly nonsensical. The same thing generalizes to all dimensions. �

Exercise 12. Verify the formula /∂ = cl ◦∇ given in Section 3.4.

Fix p ∈ M . Since T M is a locally trivial vector bundle, we can find an open neighborhood U of p such that
T M |U ∼= T U is trivial. Now let {e1, . . . , en} be a global frame as a vector bundle over U , and let {e1, . . . , en} be the
associated dual frame for T M∗|U ∼= T U∗ as a vector bundle over U . Now we see that for any 1-form ω ∈ Ω1(M),

ω=
n
∑

i=1

ω(ei)e
i .

Similarly, if we consider a section σ ∈ Γ (U , eP), we can write

∇σ =
n
∑

i=1

ei ⊗∇ei
σ ∈ Ω1(U , eP),

where this equality is valid over all of U . Now by postcomposing by the Clifford multiplication we see that over
U ,

cl ◦∇= cl

�

n
∑

i=1

ei ⊗∇ei
σ

�

∼= cl

�

n
∑

i=1

ei ⊗∇ei
σ

�

=
n
∑

i=1

cl(ei ⊗∇ei
σ) =

n
∑

i=1

ei∇ei
σ.

Since the above right hand side is exactly the “definition” of the Dirac operator in local coordinates, we see that

/∂ = cl ◦∇.

�
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Chapter 4. Geodesics and Jacobi Fields

Exercise 1. Let M1, M2 be submanifolds of the Riemannian manifold M . Let the curve c : [a, b]→ M satisfy
c(a) ∈ M1, c(b) ∈ M2. A variation c : [a, b]× (−ε,ε)→ M is called a variation of c(t) with respect to M1, M2 if
c(a, s) ∈ M1, c(b, s) ∈ M2 for all s ∈ (−ε,ε).

What are the conditions for c to be an extremal of L or E with respect to such variations?

Compute the second variation of E for such an extremal and express any boundary terms by the second funda-
mental forms of M1 and M2.

Let c : [a, b]×(−ε,ε)→ M be a variation of c(t)with respect to M1, M2. Note that in particular, ∂ c
∂ s (a, 0) ∈ Tc(a)M1

and ∂ c
∂ s (b, 0) ∈ Tc(a)M2. For −ε < s < ε define cs(t) := c(t, s), which is a curve connecting M1 to M2 for all s.

We compute the first variation of E with respect to such a variation by a direct computation:

d
ds

E(cs) =
1
2

∫ b

a

∂

∂ s

­

∂ c
∂ t

,
∂ c
∂ t

·

dt

=

∫ b

a

­

∇ ∂
∂ t

∂ c
∂ s

,
∂ c
∂ t

·

dt

=

∫ b

a

�

∂

∂ t

­

∂ c
∂ s

,
∂ c
∂ t

·

−
­

∂ c
∂ s

,∇ ∂
∂ t

∂ c
∂ t

·�

dt.

Now define X (t) = ∂ c
∂ s (t, 0) and note that ∂ c

∂ t (t, 0) = ċ(t). We now use the fundamental theorem of calculus to
find

d
ds

E(cs)

�

�

�

�

s=0

= −
∫ b

a

〈∇ ∂
∂ t

ċ(t), X (t)〉 dt + 〈X (b), ċ(b)〉 − 〈X (a), ċ(a)〉.

Similarly, we compute

d
ds

L(cs)

�

�

�

�

s=0

= −
∫ b

a

­

∇ ∂
∂ t

�

ċ(t)
‖ċ(t)‖

�

, X (t)
·

dt +
­

X (b),
ċ(b)
‖ċ(b)‖

·

−
­

X (a),
ċ(a)
‖ċ(a)‖

·

Now suppose c is extremal for E. It is easy to check that c must be geodesic in M . Now for any v ∈ Tc(a)M1 and
w ∈ Tc(b)M2 we can find a variation c : [a, b]× (−ε,ε)→ M of c with respect to M1, M2 satisfying ∂sc(a, 0) = v
and ∂sc(b, 0) = w. Then from out first variation formula, we find that

0=
∂

∂ s
E(cs)

�

�

�

�

s=0

= 〈w, ċ(b)〉 − 〈v, ċ(a)〉.

So we deduce that ċ(a) ∈ Tc(a)M
⊥
1 and −ċ(b) ∈ Tc(b)M

⊥
2 for c to be extremal. A direct computation shows that

the conditions that c is geodesic, ċ(a) ∈ Tc(a)M
⊥
1 , and −ċ(b) ∈ Tc(b)M

⊥
2 are also sufficient for c to be extremal

with respect to E. These conditions are also necessary and sufficent for c to be an extremal curve of L.

Finally, we compute the second variation of E for such an extremal curve c.

d2

ds2
E(cs) =

∫ b

a

∂

∂ s

­

∇ ∂
∂ t

∂ c
∂ s

,
∂ c
∂ t

·

dt.
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A direct computation shows

∂

∂ s

­

∇ ∂
∂ t

∂ c
∂ s

,
∂ c
∂ t

·

=
­

∇ ∂
∂ s
∇ ∂

∂ t

∂ c
∂ s

,
∂ c
∂ t

·

+
­

∇ ∂
∂ t

∂ c
∂ s

,∇ ∂
∂ s

∂ c
∂ t

·

=
­

∇ ∂
∂ t
∇ ∂

∂ s

∂ c
∂ s

,
∂ c
∂ t

·

+
­

R
�

∂ c
∂ s

,
∂ c
∂ t

�

∂ c
∂ s

,
∂ c
∂ t

·

+
­

∇ ∂
∂ t

∂ c
∂ s

,∇ ∂
∂ t

∂ c
∂ s

·

=
∂

∂ t

­

∇ ∂
∂ s

∂ c
∂ s

,
∂ c
∂ t

·

−
­

∇ ∂
∂ s

∂ c
∂ s

,∇ ∂
∂ t

∂ c
∂ t

·

−
­

R
�

∂ c
∂ s

,
∂ c
∂ t

�

∂ c
∂ t

,
∂ c
∂ s

·

+
­

∇ ∂
∂ t

∂ c
∂ s

,∇ ∂
∂ t

∂ c
∂ s

·

.

Now by taking s = 0 we see that ∇ ∂
∂ t

∂ c
∂ t ≡ 0 since c is a geodesic. Furthermore, ċ(t) is smooth and we get

d2

ds2
E(cs)

�

�

�

�

s=0

=

∫ b

a

(〈∇X (t),∇X (t)〉 − 〈R(X (t), ċ(t))ċ(t), X (t)〉)dt+
­

∇ ∂
∂ s

∂ c
∂ s
(b, 0), ċ(b)

·

−
­

∇ ∂
∂ s

∂ c
∂ s
(a, 0), ċ(a)

·

.

Now since c is extremal we have ċ(a) ∈ Tc(a)M
⊥
1 and ċ(b) ∈ Tc(b)M

⊥
2 , and so we can write the boundary terms in

terms of the shape operator to obtain

d2

ds2
E(cs)

�

�

�

�

s=0

=

∫ b

a

(〈∇X (t),∇X (t)〉 − 〈R(X (t), ċ(t))ċ(t), X (t)〉)dt +



S−ċ(b)X (b), X (b)
�

+



Sċ(a)X (a), X (a)
�

.

�

Exercise 2. Let M be a submanifold of the Riemannian manifold N , c : [a, b]→ N geodesic with c(a) ∈ M ,
ċ(a) ∈ Tc(a)M

⊥. For τ ∈ (a, b], c(τ) is called a focal point of M along c if there exists a nontrivial Jacobi field
X along c with X (a) ∈ Tc(a)M , X (τ) = 0. Show:

(a) If M has no focal point along c, then for each τ ∈ (a, b), c is the unique shortest connection to c(τ) when
compared with all sufficiently close curves with initial point in M .

(b) Beyond a focal point, a geodesic is no longer the shortest connection to M .

There is a typo in the definition of a focal point. We need to require X (τ) = 0, X (a) ∈ Tc(a)M, and
Ẋ (a) + Sċ(a)(X (a)) ∈ (Tc(a)M)⊥.

(a) Fix any τ ∈ (a, b]. We want to show that any curve γ : [a, b]→ N with γ(a) ∈ U and γ(τ) = c(τ) satisfies
L(γ) ≥ L(c|[a,τ]), where U is some open subset of c(a) in M . Clearly, we only need to consider the case
when γ is geodesic, since other curves cannot locally minimize the length between their endpoints.

Find a Jacobi field J along c satisfying

• J(a) ∈ Tc(a)M ,

• ‖J(a)‖g = 1,

• J(τ) = 0.

We choose J in such a way since we will associate it to a variation c(t, s) = cs(t), and we want to have
cs(a) ∈ M for all s ∈ (−ε,ε) for some sufficiently small ε > 0. Define Js = dc(t,s)

�

∂
∂ s

�

= c′(t, s).

We now use the fact that J ⊥ ċ to compute the second variation of L with respect to J :

d2

ds2
L(cs)

�

�

�

�

s=0

=
­

∂

∂ s
Js(t), ċ(t)

·

�

�

�

�

t=τ,s=0

t=0,s=0

+

∫ τ

0

〈J̇ , J̇〉 − R(J , ċ, J , ċ) dt

= −
­

∂

∂ s
Js(a), ċ(a)

·

− 〈J(a), J̇(a)〉.
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Now we just need to show that this is positive. Since J is a Jacobi field with ‖J(a)‖g = 1 and ‖J(τ)‖g = 0
we have that J̇(a) = − 1

τ−a J(a). Therefore,

d2

ds2
L(cs)

�

�

�

�

s=0

=
1

τ− a
−
­

∂

∂ s
Js(a), ċ(a)

·

�

�

�

�

s=0

Now if c(τ) was a focal point of M along c then we would like to be able to say that

d2

ds2
L(cs)

�

�

�

�

s=0

= 0.

This is since we should expect the length of the geodesics to be constant in a neighborhood of t = 0. Let
c(λ) be the first focal point of M along c, if one does not exist we set λ= +∞, where c(λ) is understood in
the usual sense as a limit. So we can find a Jacobi field X that witnesses c(λ) as a focal point. We normalize
X such that ‖X (a)‖g = 1. Now we compute

d2

ds2
L(cs)

�

�

�

�

s=0

= −
­

∂

∂ s
Xs(a), ċs(a)

·

�

�

�

�

s=0

− 〈X (a), Ẋ (a)〉

= −
�

∂

∂ s
〈Xs(a), ċs(a)〉 −

­

Xs(a),
∂

∂ s
ċs(a)

·�

�

�

�

�

s=0

− 〈X (a), Ẋ (a)〉.

By the construction of Xs we have that 〈Xs(a), ċs(a)〉 = 0 for all s; we also have ∂
∂ s ċs(a) = −Sċ(a)(X (0)).

Hence,
d2

ds2
L(cs)

�

�

�

�

s=0

= −〈X (a), Ẋ (a)〉+ Sċ(a)(X (a)) = 0.

So we conclude that
­

∂

∂ s
X0(0), ċ0(0)

·

=
1

λ− a
.

Note that this value depends only on Riemannian structure of M and the point c(a), but not on the point
c(τ). In particular, this justifies the computation using a different vector field X than J . Now we use this
computation to compute the second variation for any variation that fixed c(τ) as

d2

ds2
L(cs)

�

�

�

�

s=0

=
1

τ− a
−

1
λ− a

.

From the above we deduce that
d2

ds2
L(cs)

�

�

�

�

s=0

> 0

for all τ < λ. Now we deduce that in a neighborhood of c(a) that there is no shortest geodesic to c(τ)
expect c. By a simple compactness argument we can find a neighborhood of c(a) in M such that the desired
result holds. Explicitly, consider any v ∈ Tc(a)M with ‖v‖g = 1 and find a Jacobi field X with X (a) = v. Now

we find some εv > 0 such that d2

ds2 L(cs) > 0 for all s ∈ (−εv ,εv). But since Sn ⊆ Tc(a)M is compact, we can
take the minimum of these call it ε, and take an actual neighborhood of c(a) in which c is a local minimizer.

(b) By the above, we see that d2

ds2 L(cs)
�

�

�

s=0
< 0 for any point after a focal point. So we deduce that a geodesic

cannot be minimizing past it’s focal point.

We also present an alternative proof for this fact. Expand the domain of the index form I to the set of all
vector fields X along c satisfying X (t) ⊥ ċ(t) for all t ∈ [a, b] and X (a) ∈ Tc(a)M . This set will be denotes
at Γ , and Γ0 will denote the set of X ∈ Γ such that X (b) = 0 as well. Let τ ∈ (a, b) be such that c(τ) is a
focal point of M along c. We claim that for any t > τ that c|[a,t] is not a minimal geodesic from M to c(t),
i.e. dist(M , c(t))< L(c|[a,t]).
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Since c(τ) is a focal point of M along c, we have a nonzero Jacobi field J along c with J(τ) = 0 and
J(a) ∈ Tc(a)M . Define

eJ(t) :=

¨

J(t) if t ∈ [a,τ],
0 else.

Note that eJ ∈ Γ0, and I(eJ , eJ) = 0. Now we want to perturb eJ to produce some X satisfying I(X , X )< 0.

Note that J̇(τ) 6= 0. Now let Z(t) be the parallel transport along c satisfying Z(τ) = −J̇(τ). Let ϕ : [a, b]→
R be a smooth function such that ϕ(a) = ϕ(b) = 0, and ϕ(τ) = 1. Define

Xλ = eJ +λϕZ .

A direct computation shows that

I(Xλ, Xλ) = I(eJ , eJ) + 2λI(eJ ,ϕZ) +O (λ2)

= 2λ

∫ τ

a

�

〈J̇ , (ϕZ)·〉 − 〈R(ċ, J)ċ,ϕZ〉
�

dt +O (λ2)

= 2λ〈J̇ ,ϕZ〉
�

�

t=τ
t=a +O (λ

2)

= −2λ‖J̇(τ)‖2 +O (λ2),

which is clearly less than 0 for sufficiently small λ > 0. Since I(X , X ) is the second variation of L with
respect to X , we see that c cannot be a minimal geodesic past c(τ)

�

Exercise 3. Let Sn−1 := {(x1, . . . , xn, 0) ∈ Rn+1 :
∑

x i x i = 1} ⊆ Sn be the equator sphere. Determine all focal
points of Sn−1 in Sn, and also all focal points of Sn in Rn+1.

First note that for any geodesic c : [0,2π]→ Sn that the Jacobi fields J along c that satisfy J̇ = 0 are of the form
J(t) = cos(t)E(t) where E is any parallel vector field along c. I proved a completely analogous result in Exercise
4.11. So we see that every geodesic that starts normal to c hits a focal point exactly at distance π/2. In the
case when c parameterizes the equator Sn−1 we find that the set of focal points in Sn is exactly the set of poles
orthogonal to Sn−1, i.e. N = (0, 0, . . . , 0, 1) and S = (0,0, . . . , 0,−1) are the only focal points of Sn−1 in Sn.

Now we compute the set of focal points of Sn in Rn+1. Consider any geodesic c : [a, b]→ Rn+1 such that c(a) ∈ Sn

and ċ(a) ∈ (Tc(a)S
n)⊥. Since dimSn = n = dimRn+1 − 1 we see that the normal bundle of Sn is simply a line

bundle over Sn, and since all geodesics in Rn are affine we see that c is of the form

c(t) = (1+ tα)p,

where α ∈ R is any constant. Again, since Rn+1 is a constant curvature (flat) manifold we see that all Jacobi
fields are of the form J(t) = v where v ∈ Rn+1 is any vector, and where we make the usual identification of
Tc(t)R

n+1 ∼= Rn+1. Now we clearly see that the only focal point of Sn ⊆ Rn+1 is the origin O = (0,0, . . . , 0) ∈ Rn+1.
�
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Exercise 4. Let p, q be relatively prime integers. We can represent S3 as

S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1}.

Zq operates on S3 via

(z1, z2) 7→
�

z1 exp
�

2πim
q

�

, z2 exp
�

2πimp
q

��

with 0≤ m≤ q− 1.

Show that this operation is isometric and free. The quotient L(q, p) := S3/Zq is a so-called lens space. Compute
its curvature and diameter.

Identify R4 with C2 by letting (x1, x2, x3, x4) correspond to (x1 + i x2, x3 + i x4). Let

S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1},

and let h : S3→ S3 be given by

h(z1, z2) =
�

e
2πi
q z1, e

2πip
q z2

�

, (z1, z2) ∈ S3

where p and q are relatively prime integers and q > 2. For simplicity write α= 2π/q and β = 2πp/q.

We first show that the group action induced by h is isometric. Fix k ∈ {0, . . . , q− 1} and u, v ∈ TpS3 ⊂ C2. Write

u= (u1, u2) = (u
1
1 + iu2

1, u1
2 + iu2

2) and v = (v1, v2) = (v
1
1 + iv2

1 , v1
2 + iv2

2 )

then

(eikαu1, eikβu2) = ((cos(kα) + i sin(kα))(u1
1 + iu2

1), (cos(kβ) + i sin(kβ))(u1
2 + iu2

2))

= (u1
1 cos(kα)− u2

1 sin(kα)) + i(u2
1 cos(kα) + u1

1 sin(kα)),

(u1
2 cos(kβ)− u2

2 sin(kβ)) + i(u2
2 cos(kβ) + u1

2 sin(kβ)))

= (u1
1 cos(kα)− u2

1 sin(kα), u2
1 cos(kα) + u1

1 sin(kα),

u1
2 cos(kβ)− u2

2 sin(kβ), u2
2 cos(kβ) + u1

2 sin(kβ)),

where the last equality follows since we identified R4 with C2; hence the inner product in question is that induced
by R4, not the usual Hermitian inner product of C2. Similarly,

(eikαv1, eikβ v2) = (v
1
1 cos(kα)− v2

1 sin(kα), v1
1 cos(kα) + v1

1 sin(kα),

v1
2 cos(kβ)− v2

2 sin(kβ), v2
2 cos(kβ) + v1

2 sin(kβ)).

We compute
dhk
(z1,z2)

=
�

eikαdz1, eikβdz2

�

,
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where dzi = d x i + id yi; therefore,

〈dhk(u), dhk(v)〉hk(p) = 〈(eikαu1, eikβu2), (e
ikαv1, eikβ v2)〉

= (u1
1 cos(kα)− u2

1 sin(kα))((v1
1 cos(kα)− v2

1 sin(kα))

+ (u2
1 cos(kα) + u1

1 sin(kα))(v2
1 cos(kα) + v1

1 sin(kα))

+ (u1
2 cos(kβ)− u2

2 sin(kβ))(v1
2 cos(kβ)− v2

2 sin(kα))

+ (u2
2 cos(kβ) + u1

2 sin(kβ))(v2
2 cos(kβ) + v1

2 sin(kα))

= u1
1v1

1 + u2
1v2

1 + u1
2v1

2 + u2
2v2

2

= 〈(u1
1, u2

1, u1
2, u2

2), (v
1
1 , v2

1 , v1
2 , v2

2 )〉

= 〈(u1
1 + iu2

1, u1
2 + iu2

2), (v
1
1 + iv2

1 , v1
2 + iv2

2 )〉
= 〈(u1, u2), (v1, v2)〉
= 〈u, v〉

and hence h : S3→ S3 induces a discrete group of isometries given by G = {id, h, h2, h3, . . . , hq−1}.

Now we show that the group action is free. It suffices to show that for all 1 ≤ k ≤ q − 1 that hk(z1, z2) 6= (z1, z2)
for all z1, z2 ∈ C. Since p and q are relatively prime, there exists s, t ∈ Z such that sq + t p = 1. Now if some
k ∈ {1, . . . , q− 1} satisfies

eikα = 1 or eikβ = 1

then k = mq or kp = mq for some m ∈ Z. In the first case we immediately obtain a contradiction with the
coprimality of p and q. In the second case we also obtain a contradiction since

k = skq+ tkp = skq+ tmq = (sk+ tm)q.

So we have shown that the group action is free.

To ensure the the Lens space S3/Zq is well defined we need to ensure that the group action is properly discontin-
uous. We need to demonstrate for all p ∈ S3 the existence of an open set U containing p such that hk(U)∩U = ;
for all k = 1, . . . , q − 1. Fix p = (z1, z2) ∈ S3 and write qk = hk(p) for all k = 1, . . . , q − 1. Since S3 is Hausdorff
and since the group action is free there exists open sets Vk containing qk, respectively, such that U ∩Vk = ;. Since
h is continuous, we may retract U such that hk(U) ⊆ Vk for all k = 1, . . . , q−1. In particular, we see that such a U
suffices, and so the group action induced by h is properly discontinuous. Now we deduce by the quotient manifold
theorem that S3/Zq is a smooth manifold endowed with a canonical smooth structure making the projection map
a local diffeomorphism.

Now we study the geometric properties of the Lens space. Since the group action acts freely and isometrically on
S3 we see that S3/Zq inherits the Riemannian structure of constant curvature 1, and the projection S3→ S3/Zq is
a local isometry. Since the projection is a local isometry we see that every geodesic on L(q, p) lifts to a geodesic
on S3; in particular, we deduce that all of the geodesics on L(q, p) are closed.

Now we compute the diameter. From the Bonnet-Myers theorem we immediately deduce that diam(L(q, p))≤ π,
unfortunately this is too weak of a bound. Consider any orbit Zq · x of the action on S3, and the associated Voronoi
tiling, that is: since Zq · x is a finite set of points in S3 we can partition S3 into n := |Zq · x | = {x1, . . . , xn} cells
based on their distance; namely, for i = 1, . . . , n we let

Vi := {y ∈ S3 : d(y, x i)≤ d(y, x j) for all j 6= i}.

Note that the tile Vx , containing the point x , is the intersection of the hemispheres bounded by the bisectors of
x and g x for all g ∈ Zq \ {1}. We have a similar result for all of the other tiles. In particular, we deduce that Vx
is contained in a hemisphere centered at x , and so the distance from x to any point y ∈ Vx is bounded above by
π/2. It then follows that since the group action is isometric and since all of the point Zq · x are identified in S3/Zq
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that the distance between [x] and [y] in S3/Zq is at most π/2. Since the Voronoi cells cover S3, we deduce that
diam(L(q, p))≤ π/2. We claim that the diameter is exactly π/2, and so we need to exhibit a two points in L(q, p)
with distance exactlyπ/2. Letπ : S3→ L(q, p) be the projection, and set x = π(1,0, 0,0) and y = π(0, 0,0, 1). We
claim that d(x , y) = π/2. Indeed, they are connected by a geodesic γ(t) = π(cos(t), 0, 0, sin(t)) for t ∈ [0,π/2],
and since t 7→ (cos(t), 0, 0, sin(t)) is contained entirely in a single Voronoi cell we deduce that γ(t) is globally
minimizing, since it is the projection of a globally minimizing geodesic in S3. In particular, we deduce that
L(γ) = π/2. In particular, we have shown that diam(L(q, p)) = π/2. �

Exercise 5. Show that any compact odd-dimensional Riemannian manifold with positive sectional curvature
is orientable.

Let M be a compact odd-dimensional Riemannian manifold with positive sectional curvature. Recall that from
Exercise 3.4 that the parallel transport map, with respect to the Levi-Civita connection, induces a group homo-
morphism π1(M ; p)→ O(Tp M) for all p ∈ M . In particular, we see that for any closed curve γ ∈ π1(M ; p) that
Pγ : Tp M → Tp M is an isometry; in particular detPγ = ±1.

Assume, for the sake of contradiction, that M is not orientable. Then consider any non-orientable closed path,
γ× ∈ π1(M ; p). Then we see that [γ×] is a nonzero homotopy class such that for any closed curve γ : [0,1]→ M
in [γ×], detPγ = −1. Now fix γ ∈ [γ×] to be the representative which minimizes the length functional. Since
Pγ(γ̇(0)) = γ̇(0), we see that

detPγ|(γ̇(0))⊥ = −1,

where (γ̇(0))⊥ is the orthogonal complement in Tp M . Observe that

dim(γ̇(0))⊥ = dim Tp M − 1= dim M − 1

is even. So in particular, there exists a unique fixed point v ∈ (γ̇(0))⊥ such that

Pγ(v) = v.

Now let X be the parallel vector field along γ with X (0) = v. Now consider any variation γ : S1× (−ε,ε) : (t, s) 7→
γ(t, s) of γ with γ′(t, 0) = X (t) for all t ∈ S1. Since γ is a geodesic variation, we see that

∂

∂ t
E(γ(t, ·))

�

�

�

�

t=0

= 0,

and since X is parallel and satisfies X (0) = X (2π),

∂ 2

∂ s2
E(γ(·, s))

�

�

�

�

s=0

=

∫ 2π

0

¬

∇ ∂
∂ t

X (t),∇ ∂
∂ t

X (t)
¶

dt −
∫ 2π

0

〈R(∂sγ, X )X ,∂sγ〉 dt

= −
∫ 2π

0

〈R(∂sγ, X )X ,∂sγ〉 dt

< 0.

Hence, for sufficiently small s > 0,
E(γ(·, s))< E(γ).

However, since the variation remains in the same homotopy class we have a contradiction with the fact that γ
minimizes the length (and energy) of all closed curves in it’s homotopy class. So we deduce that M is orientable.

�
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Exercise 6. Show that the real projective space RPn is orientable for odd n and non-orientable for even n.

Since RPn is the quotient of Sn under the equivalence relation identifying oppositive points, we have a natural
two-fold covering map Sn → RPn. Now recall that Sn is simply connected. Now it is a standard result from
algebraic topology that if π : X → X is a universal covering space, then π1(X ; x0) = π

−1(x0), as sets. Hence,
π1(RPn; x0) has only two elements; now we deduce

π1(RPn; x0) = Z2,

since Z2 is the only two-element group up to isomorphism. Recall that the scalar curvature of RPn is identically
1. Now by Synge’s theorem we immediately see that RPn is non-orientable for even n. On the other hand by
Exercise 4.5 we see that for odd n that RPn is orientable.

We can also obtain this result in a more direct way without using Synge’s theorem. Let ι : Sn → Rn+1 be the
inclusion map, ea : Rn+1 → Rn+1 be the antipodal map x 7→ −x , and a : Sn → Sn be the restriction of ea to Sn. We
have the following commutative diagram:

Sn a //

ι

��

Sn

ι

��

Rn+1 ea // Rn+1

Now let ω= d x1 ∧ · · · ∧ d xn+1 be the standard volume form on Rn+1, and consider the vector field

X =
n+1
∑

i=1

x i ∂

∂ x i
∈ Γ (Rn+1; TRn+1).

Note that the function f : Rn+1→ R, given by f (x) = ‖x‖, is constant on Sn, and so d fp vanishes on TpSn ⊆ Rn+1.
Now since

X ( f ) =
n+1
∑

i=1

x i ∂

∂ x i
( f ) = 2

n+1
∑

i=1

(x i)2 = 2‖x‖2,

X ( f )p 6= 0 for all p ∈ Sn; hence X p /∈ TpSn. Now since ω is a volume form on Rn+1, it follows that the form

α := ι∗(iXω) = (iXω)|TSn

is a volume form on Sn. Since ea∗ω= (−1)n+1ω and dea(X ) = X on Rn+1,

a∗α= a∗ι∗(iXω) = ι
∗
ea∗(idea(X )ω) = ι

∗(iX (ea
∗ω)) = (−1)n+1ι∗(iXω) = (−1)n+1α.

So we see that a : Sn→ Sn is orientation preserving if and only if n+ 1 is even. Now recall that if M is a smooth
manifold and G is a group that acts on M smoothly and properly discontinuously that M = M/G is a smooth
manifold, with smooth structure induced from that of π : M → M . In particular, we have that

Ω•(M/G) = {π∗α : α ∈ Ω•(M)}= {α ∈ Ω•(M) : g∗α= α for all g ∈ G}.

Now if n is odd, then α ∈ Ωn(Sn/Z2) = Ωn(RPn) and defines an orientation on RPn; so RPn is orientable if n
is odd. On the other hand, if n is even, there exists no nonvanishing β ∈ Ωn(Sn/Z2) = Ωn(RPn) and so RPn

is not orientable in this case by the above. To see that there doesn’t exists such a volume form, note that for
β ∈ Ωn(Sn/Z2) that β = f α for some f ∈ C∞(Sn). Hence,

f α= β = a∗β = ( f ◦ a)a∗α= −( f ◦ a)α,

which implies f ◦ a = − f . Hence, f and β must vanish somewhere on Sn. �
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Exercise 7. Show that Synge’s theorem does not hold in odd dimensions.

By the previous two exercises, we see that π1(RPn)∼= Z2, RPn has positive sectional curvature, is compact, and is
oriented. Hence, this would produce a counter example to the following false theorem:

Theorem 5.1.2* (False odd-dimensional Synge). Any compact oriented odd-dimensional Riemannian manifold with
positive sectional curvature is simply connected.

�

Exercise 8. Try to generalize the theory of Jacobi fields to other variational problems.

�

Exercise 9 (A more difficult exercise). Compute the second variation of volume for a minimal submanifold
of a Riemannian manifold.

Let M ⊆ N be a minimal submanifold. Now consider a smooth variation eM : M × (−ε,ε) → N for some ε > 0
that is compactly supported, i.e. there is a compact set K ⊆ M such that for all x /∈ K eM(x , t) = x for all
t ∈ (−ε,ε). By the implicit function theorem, by shrinking ε if need be, we can assume that Φt(·) := eM(·, t) is a
diffeomorphism from M → Mt for all t ∈ (−ε,ε). Since we are considering local variations we can assume that
{x ∈ M : eM(x , t) 6= x} is orientable. Now let {e1, . . . , em} be a positively oriented orthonormal frame of T M , and
note that e1 ∧ · · · ∧ em has unit norm in

∧m(T M) with the induced inner product.

Since Φt is a diffeomorphism we can write

vol(Mt) =

∫

Mt

volMt
=

∫

M

Φ∗t volM =

∫

M

〈Φt∗e1 ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉
1
2 volM .

Now we can compute

d
dt

vol(Mt) =

∫

M

d
dt
〈Φt∗e1 ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉

1
2 volM

=
1
2

∫

M

d
dt 〈Φt∗e1 ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉

〈Φt∗e1 ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉
1
2

volM

=
m
∑

j=1

∫

M

〈Φt∗e1 ∧ · · · ∧
∂
∂ tΦt∗e j ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉
‖Φt∗e1 ∧ · · · ∧Φt∗em‖

volM .

We now explain the notation ∂
∂ tΦt∗ei . Let γi(s) be a smooth curve on M with γi(0) = p and γ̇i(0) = dγi

�

∂
∂ s

�

�

s=0

�

=
ei and let γi(s, t) = Φt(γi(s)). We then have by the chain rule

Φt∗ei = dΦt(ei) = dΦt

�

dγi

�

∂

∂ s

�

�

�

�

s=0

��

= d(Φt ◦ γi)

�

∂

∂ s

�

�

�

�

s=0

�

=
∂

∂ s
γi(s, t)

�

�

�

�

s=0

.

Now by ∂
∂ tΦt∗ei we mean the covariant derivative ∇

∂ tΦt∗ei . In particular, we have

∂

∂ t
Φt∗ei

�

�

�

�

t=0

=
∇
∂ t
∂

∂ s
γi(s, t)

�

�

�

�

s=t=0

=
∇
∂ s
∂

∂ t
γi(s, t)

�

�

�

�

s=t=0

= ∇ ∂
∂ s

X
�

�

�

s=0
=∇ei

X ,
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where X := ∂
∂ tΦt

�

�

t=0.

Since a tangential variation of M does not affect its image in N , without loss of generality we can assume that
X ∈ Γ (T M⊥). That is to say we only consider normal variations of M in N . I’m still not sure how to make this
entirely rigorous!

We now compute the second variation

d2

dt2
vol(Mt) =

m
∑

i=1

∫

M

d
dt

�

〈Φt∗e1 ∧ · · · ∧
∂
∂ tΦt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉
‖Φt∗e1 ∧ · · · ∧Φt∗em‖

�

volM

=

∫

M

 

2
m
∑

i< j

〈Φt∗e1 ∧ · · · ∧
∂
∂ tΦt∗ei ∧ · · · ∧

∂
∂ tΦt∗e j ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉

‖Φt∗e1 ∧ · · · ∧Φt∗em‖

+
m
∑

i, j=1

〈Φt∗e1 ∧ · · · ∧
∂
∂ tΦt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧

∂
∂ tΦt∗e j ∧ · · · ∧Φt∗em〉

‖Φt∗e1 ∧ · · · ∧Φt∗em‖

−
m
∑

i, j=1

〈Φt∗e1 ∧ · · · ∧
∂
∂ tΦt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉〈Φt∗e1 ∧ · · · ∧

∂
∂ tΦt∗e j ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉

‖Φt∗e1 ∧ · · · ∧Φt∗em‖3

+
m
∑

i=1

〈Φt∗e1 ∧ · · · ∧
∂ 2

∂ t2Φt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉
‖Φt∗e1 ∧ · · · ∧Φt∗em‖

�

volM

The only new thing we need to compute is 〈Φt∗e1 ∧ · · · ∧
∂ 2

∂ t2Φt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em〉 at t = 0. Since
Φt∗ei |t=0 = ei form an orthonormal basis of Tp M we deduce that

�

Φt∗e1 ∧ · · · ∧
∂ 2

∂ t2
Φt∗ei ∧ · · · ∧Φt∗em,Φt∗e1 ∧ · · · ∧Φt∗em

��

�

�

�

t=0

=

�

∂ 2

∂ t2
Φt∗ei ,Φt∗ei

��

�

�

�

t=0

.

Again, let γi(s) be a smooth curve on M with γi(0) = p and γ̇i(0) = ei and write γi(s, t) = Φt(γi(s)). Then

∂ 2

∂ t2
Φt∗ei

�

�

�

�

t=0

=
∇
∂ t
∇
∂ t
∂

∂ s
γi(s, t)

�

�

�

�

s=t=0

=
∇
∂ t
∇
∂ s
∂

∂ t
γi(s, t)

�

�

�

�

s=t=0

=
∇
∂ s
∇
∂ t
∂ γi

∂ t
+ R

�

∂ γi

∂ s
,
∂ γi

∂ t

�

∂ γi

∂ t

�

�

�

�

s=t=0

= R(ei , X )X ,

where R is the (3, 1)-type Riemann curvature tensor field on N . Note that the first term dropped out since γi(s, 0)
is a geodesic and the geodesic equations are simply ∇

∂ t
∂ γ
∂ t = 0. So we see that

�

∂ 2

∂ t2
Φt∗ei ,Φt∗ei

��

�

�

�

t=0

= 〈R(ei , X )X , ei〉 .
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Plugging this into out equation for the second variation of volume gives us

d2

dt2
vol(Mt)

�

�

�

�

t=0

=

∫

M

 

2
∑

i< j

〈e1 ∧ · · · ∧∇ei
X ∧ · · · ∧∇e j

X ∧ · · · ∧ em, e1 ∧ · · · ∧ em〉

+
m
∑

i, j=1

〈e1 ∧ · · · ∧∇ei
X ∧ · · · ∧ em, e1 ∧ · · · ∧∇e j

X ∧ · · · ∧ em〉

−
m
∑

i, j=1

〈e1 ∧ · · · ∧∇ei
X ∧ · · · ∧ em, e1 ∧ · · · ∧ em〉〈e1 ∧ · · · ∧∇e j

X ∧ · · · ∧ em, e1 ∧ · · · ∧ em〉

+
m
∑

i=1

〈e1 ∧ · · · ∧ R(ei , X )X ∧ · · · ∧ em, e1 ∧ · · · ∧ em〉

�

volM

=

∫

M

 

2
∑

i< j

〈∇ei
X ∧∇e j

X , ei ∧ e j〉 +
m
∑

i, j=1

〈e1 ∧ · · · ∧∇ei
X ∧ · · · ∧ em, e1 ∧ · · · ∧∇e j

X ∧ · · · ∧ em〉

−
m
∑

i, j=1

〈∇ei
X , ei〉〈∇e j

X , e j〉 +
m
∑

i=1

〈R(ei , X )X , ei〉

�

volM

where Ric is the Ricci curvature tensor.

Let ν ∈ Tp M⊥ and consider the second fundamental tensor Sν : Tp M → Tp M , defined as Sν(X ) = (∇Xν)>. Now
consider the normal connection ∇⊥ on T M⊥ given as follows: if ν ∈ Γ (T M⊥) and X ∈ Γ (T M) then

∇⊥X ν= Π
⊥∇Xν,

where Π⊥(p) is the orthogonal projection of TpN onto T M⊥. Now we see that ∇⊥X ν = ∇Xν − Sν(X ). For all
i = 1, . . . , m write SX in the {e1, . . . , em} basis as

SX ei = si`
X e`.

Now since we are only considering normal variations we see that X> = 0. We simplify the first sum in the
integrand as

∑

i< j

〈∇ei
X ∧∇e j

X , ei ∧ e j〉=
∑

i< j

〈SX (ei)∧ SX e j , ei ∧ e j〉=
∑

i< j

m
∑

`,k=1

si`
X sik

X 〈e` ∧ ek, ei ∧ e j〉=
∑

i< j

�

sii
X s j j

X − si j
X s ji

X

�

.

We can write this last expression as tr
�

∧2 SX

�

, where we use the functoriality of
∧2 to obtain the map

∧2 SX :
∧2 T M →

∧2 T M .

Similarly, we deduce that the second sum in the integrand simplifies to

m
∑

i, j=1

〈e1 ∧ · · · ∧∇ei
X ∧ · · · ∧ em, e1 ∧ · · · ∧∇e j

X ∧ · · · ∧ em〉=
m
∑

i, j=1

sii
X s j j

X + 〈∇
⊥
ei

X ,∇⊥e j
X 〉.

Finally, the third sum in the integrand simplifies to

m
∑

i, j=1

〈∇ei
X , ei〉〈∇e j

X , e j〉=
m
∑

i, j=1

sii
X s j j

X .
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Now we see that our second variation of volume formula becomes

d2

dt2
vol(Mt)

�

�

�

�

t=0

=

∫

M

�

2 tr
�∧2

SX

�

+ ‖∇⊥X‖2 +Ric(X , X )
�

volM

=

∫

M

�

(tr SX )
2 − tr(S∗X SX ) + ‖∇⊥X‖2 +Ric(X , X )

�

volM

=

∫

M

�

m2HX − tr(S∗X SX ) + ‖∇⊥X‖2 +Ric(X , X )
�

volM ,

where HX is the mean curvature of M in the direction of X in N . Now we see that if M = M0 is a minimal
submanifold that the mean curvature vanishes identically and we have that

d2

dt2
vol(Mt)

�

�

�

�

t=0

=

∫

M

�

‖∇⊥X‖2 − tr(S∗X SX ) +Ric(X , X )
�

volM .

�

Exercise 10. Give examples to show that the curve expp t v as in Corollary 4.2.4 need not be the shortest
connection of its endpoints.

Let M be a the flat torus T2 ⊆ R4 parameterized by (s, t) 7→ (eis, ei t), where we make the natural identification
of C2 × C2 ∼= R4. We endow T2 with the induced Riemannian metric from R4. Since T2 is compact we have that
T2 is geodesically complete and so the domain of expp is all of TpT2 for all p ∈ T2. Now consider the points
p = (e7iπ/4, eiπ) and q = (eiπ/4, eiπ), the vector v ∈ TpT2 be given by v = (−3iπ/2,0) ∈ R4 and w= (iπ/2,0), and
the curves γv : R→ T2 defined by

γv(t) = expp(t v) =
�

ei( 7π
4 −

3π
2 t), eiπ

�

,

and γw : R→ T2 defined by
γw(t) = expp(tw) =

�

ei( 7π
4 +

π
2 t), eiπ

�

.

A direct computation shows that

L((γv)|[0,1]) =

∫ 1

0

‖γ̇v(t)‖ dt =

∫ 1

0

3π
2

dt =
3π
2

,

but

L((γw)|[0,1]) =

∫ 1

0

‖γ̇w(t)‖ dt =

∫ 1

0

π

2
dt =

π

2
.

We deduce that the curve γv(t) = expp(tw) is not globally minimizing.

Another way to show that the exponential map need not be globally minimizing is as follows. Again, consider T2.
Consider the dense geodesic given by

γ(t) =
�

ei t , ei
p

2t
�

.

This curve extends for all time and never intersects itself. Since the diameter of T2 is finite we see that there exists
some time t > 0 such that L(γ|[0,t]) > diam(T2). Now take p = γ(0) and q = γ(t), and clearly γ|[0,t] is not the
shortest connection of its endpoints. �
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Exercise 11. Let c : [0,∞)→ Sn be a geodesic parameterized by arc length. For t > 0, compute the dimension
of the space J t

c of Jacobi fields X along c with X (0) = 0= X (t). Use the Morse index theorem 4.3.2 to compute
the indices and nullities of geodesics on Sn.

Let c : [0,∞)→ Sn be a unit speed geodesic. Let J be any Jacobi field. Then

d2

dt2
〈J , ċ〉= 〈J̈ , ċ〉= −〈R(J , ċ)ċ, ċ〉= 0,

and so 〈J , ċ〉 is a linear function of t. We compute (〈J , ċ〉)· = 〈J̇ , ċ〉, and so we deduce that J , and J̇ are orthogonal
to γ̇ if and only if 〈J , ċ〉= 〈J̇ , ċ〉= 0, which is clearly equivalent to 〈J , ċ〉= 0 for all t ≥ 0. Note that in particular,
if J(t1) = J(t2) = 0 for two distinct times t1 6= t2 then 〈J , ċ〉= 0 for all t since the map is linear.

From this we deduce that all Jacobi fields J along c with J(0) = 0 = J(t) for any t > 0 must be normal to ċ for
all t > 0.

First we characterize all of the normal Jacobi fields, J , along c with J(0) = 0. We claim that they are all of the
form J(t) = s1(t)E(t) = sin(t)E(t) where E is any parallel normal vector field along c. Recall that the Riemann
curvature tensor of Sn is given by R(X , Y )Z = 〈Y, Z〉X −〈X , Z〉Y . Plugging this into the Jacobi equation, and using
the facts ‖ċ‖= 1 and 〈J , ċ〉= 0, gives us

J̈ + 〈ċ, ċ〉J − 〈J , ċ〉ċ = J̈ + J = 0.

Now we see that J̈ = −J , and so it is reasonable to look for J of the form J(t) = α(t)E(t) where E is a fixed
parallel normal vector field to ċ. We compute J̇(t) = α̇(t)E(t)+α(t)Ė(t), J̈(t) = α̈(t)E(t)+2α̇(t)Ė(t)+α(t)Ë(t),
and so we find that the Jacobi equation reduces to

(α̈(t) +α(t))E(t) = 0,

where we used the fact that E(t) is parallel to c to deduce that Ė = Ë = 0 identically. By standard uniqueness
of ordinary differential equations we find that all solutions are constant multiples of α(t) = s1(t) = sin(t). We
find that these are all possible solutions since the dimension of the space of all such solutions is n− 1, and the
dimension of the space of all normal Jacobi fields with J(0) = 0 is also n− 1.

Since sin(t) = 0 only when t ∈ Nπ we deduce that if t ∈ Nπ that dim J t
c = n−1. On the other hand, for all other

t we have that dim J t
c = 0. This follows since the Levi-Civita connection is flat, and so the parallel transport map

is an isomerty of the tangent spaces; i.e. if E(0) 6= 0 then E(t) 6= 0 and since sin(t) 6= 0 we see that J(t) 6= 0 as
well. Hence, J t

c = {0} for all t /∈ Nπ. Summarizing, we have

dim J t
c =

¨

n− 1 if t = nπ for some n ∈ N,

0 else.

Note that every geodesic c : [0,∞) → Sn has a period of 2π, so we only consider c : [0, 2π] → Sn. By the
Morse-Index theorem we have

Ind(c) =
∑

t∈(0,2π)

dim J t
c = n− 1,

Ind0(c) =
∑

t∈(0,2π]

dim J t
c = 2n− 2.

So we deduce that the nullity of c is

N(c) = Ind0(c)− Ind(c) = n− 1.

We could have also used Lemma 4.3.3 to immediately deduce that N(c) = n− 1. �
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Exercise 12. Show that if under the assumptions of Theorem 4.5.1 we have equality in (4.5.6) for some t
with 0 < t ≤ τ, then the sectional curvature of the plane spanned by ċ(s) and J(s) is equal to µ for all s with
0≤ s ≤ t.

We first recall the theorem:

Theorem 4.5.1. Suppose K ≤ µ, and as always, ‖ċ‖ ≡ 1. Assume either µ ≥ 0 or J tan ≡ 0. Let fµ := |J(0)|cµ +
|J |·(0)sµ solve

f̈ +µ f = 0

with f (0) = |J(0)|, ḟ (0) = |J |·(0), i.e. fµ = |J(0)|cµ + |J |·(0)sµ.

If

fµ(t)> 0 for 0< t < τ, (4.5.3)

then

〈J , J̇〉 fµ ≥ 〈J , J〉 ḟµ on [0,τ], (4.5.4)

1≤
|J(t1)|
fµ(t1)

≤
|J(t2)|
fµ(t2)

, if 0< t1 ≤ t2 < τ, (4.5.5)

|J(0)|cµ(t) + |J |·(0)sµ(t)≤ |J(t)| for 0≤ t ≤ τ. (4.5.6)

We now solve the exercise.

Suppose that there exists some t with 0< t < τ such that

|J(0)|cµ(t) + |J |·(0)sµ(t) = |J(t)|.

We will consider the function Ψ(s) = |J |·(s) fµ(s)− |J(s)| ḟµ(s) for 0< s < τ. Note that

Ψ(0) = |J |·(0) fµ(0)− |J(0)| ḟµ(0) = |J |·(0)|J(0)| − |J(0)||J |·(0) = 0.

Furthermore, we have that Ψ̇(s)≥ 0 since f̈µ +µ fµ = 0. Note that this implies
�

|J |
fµ

�·

=
1
f 2
µ

�

|J |· fµ − |J | ḟµ
�

≥ 0.

In particular, since we have equality in (4.5.6) at time t we also have that
�

|J |
fµ

�·
= 0. Hence,

Ψ(t) = |J |·(t) fµ(t)− |J |(0) ḟµ(t) = |J |·(t)|J(t)| − |J(t)||J |·(t) = 0.

So we have shown that Ψ(s) = 0 for all 0 ≤ s ≤ t, and so |J(s)| = fµ(s) for all 0 ≤ s ≤ t. Since |J |·· +µ|J | = 0 for
all 0≤ s ≤ t, we have

|J |·· +µ|J |=
1
|J |
(µ〈J , J〉 − 〈R(J , ċ)ċ, J〉) +

1
|J |3

�

|J̇ |2|J |2 − 〈J , J̇〉2
�

=
1
|J |
�

µ〈J , J〉 − K(J , ċ)|J |2
�

+
1
|J |3

�

|J̇ |2|J |2 − 〈J , J̇〉2
�

= 0.

By the Cauchy-Schwartz inequality we have that 〈J , J̇〉 ≤ |J ||J̇ |, and so from the above equality we deduce that J
and J̇ are linearly dependent for all 0≤ s ≤ t. In light of this, the above chain of equalities reduces to

1
|J |
�

µ|J |2 − K(J , ċ)|J |2
�

= µ|J | − K(J , ċ)|J |= 0.

Since |J | 6= 0 we deduce that µ= K(J , ċ) for all 0≤ s ≤ t, as desired. �
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Exercise 13. Let p ∈ M , n= dim M , r(x) = d(x , p),

w(x , t) :=
1

tn/2
exp

�

−
r2(x)

4t

�

.

In the Euclidean case, w(x , t) is the fundamental solution of the heat operator, i.e. for (x , t) 6= (p, 0)
�

∂

∂ t
+∆

�

w(x , t) = 0.

Under the assumptions of Lemma 4.7.1, derive the estimate
�

�

�

�

�

∂

∂ t
+∆

�

w(x , t)

�

�

�

�

≤ 2Λ2 r2(x)
4t

w(x , t)

for (x , t) 6= (p, 0).

Lemma 4.7.1. Suppose expp : Tp M → M is a diffeomorphism on the ball {v ∈ Tp M : ‖v‖ ≤ ρ}, and suppose that
the sectional curvature in B(p,ρ) satisfies

λ≤ K ≤ µ with λ≤ 0, µ≥ 0,

put Λ :=max(−λ,µ), and assume
ρ <

π
p
µ

in case µ > 0.

Then, with r(x) = d(x , p) for x 6= p

|∆ log r(x)| ≤ 2Λ if n= dim M = 2, (4.7.1)

|∆(r(x)2−n)| ≤
n− 2

2
Λr2−n(x) if n= dim M ≥ 3. (4.7.2)

We begin by computing

∂

∂ t
w(x , t) = −

n exp
�

− r2(x)
4t

�

2t1+ n
2

+
r2(x)exp

�

− r2(x)
4t

�

4t2+ n
2

=

�

r2(x)− 2nt
4t2

�

w(x).

Computing the Laplacian of w is a lot more involved since we need to work out some sort of chain rule for the
Laplace-Beltrami operator on M .

Let h : M → R and f : R→ R. Then grad( f ◦ h)(x) = f ′(h(x))grad h(x). Recall that divergence can be defined
as the trace of the covariant derivative, from which we can easily deduce that div(FX ) = F div(X )+ X (F) for any
F ∈ C∞(M) and X ∈ Γ (T M). We deduce

∆( f ◦ h) = −div(grad( f ◦ h))
= −div(( f ′ ◦ h)grad h)

= −( f ′ ◦ h)div(grad(h))− grad(h)
�

f ′ ◦ h
�

= ( f ′ ◦ h)∆h− grad(h)
�

f ′ ◦ h
�

= ( f ′ ◦ h)∆h− d( f ′ ◦ h)(grad(h))

= ( f ′ ◦ h)∆h−
�

d f ′h(·) ◦ dh(·)
�

(grad(h))

= ( f ′ ◦ h)∆h− ( f ′′ ◦ h)dh(grad(h))

= ( f ′ ◦ h)∆h− ( f ′′ ◦ h)‖grad(h)‖2.
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We now can try and apply this to w(x , t) where f (s) = 1
tn/2 exp

�

− s
4t

�

and h(x) = r2(x). We find that

∆w(x , t) = −
1

4t1+ n
2

exp

�

−
r2(x)

4t

�

∆
�

r2(x)
�

−
1

16t2+ n
2

exp

�

−
r2(x)

4t

�





grad
�

r2(x)
�





2

= −
1

4t1+ n
2

exp

�

−
r2(x)

4t

�

∆
�

r2(x)
�

−
1

4t2+ n
2

exp

�

−
r2(x)

4t

�

r2(x)

= −

�

r2(x) + t∆
�

r2(x)
�

4t2

�

w(x , t).

So we have
�

�

�

�

�

∂

∂ t
+∆

�

w(x , t)

�

�

�

�

=

�

�

�

�

�

−t∆
�

r2(x)
�

− 2nt

4t2

�

�

�

�

�

w(x , t)

Given our manifolds sectional curvature bounds we deduce that

2n(1−Λr2(x))≤ −∆r2(x)≤ 2n(1+Λr2(x)).

Using this we have
−t∆

�

r2(x)
�

− 2nt

4t2
≤

2nt(1+Λr2(x))− 2nt
4t2

=
2Λr2(x)

4t2
,

and
−t∆

�

r2(x)
�

− 2nt

4t2
≥

2nt(1−Λr2(x))− 2nt
4t2

= −
2Λr2(x)

4t
.

Hence,
�

�

�

�

�

−t∆
�

r2(x)
�

− 2nt

4t2

�

�

�

�

�

≤
2Λr2(x)

4t
,

and we conclude
�

�

�

�

�

∂

∂ t
+∆

�

w(x , t)

�

�

�

�

≤ 2Λ
r2(x)

4t
w(x , t).

I think there is a typo in the question since the bound I have does not have the Λ2 term, only Λ.

�
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Chapter 5. Symmetric Spaces and Kähler Manifolds

Exercise 1. Show that the real projective space RPn can be obtained as the space of all (real) lines in Rn+1.
Show that RP1 is diffeomorphic to S1. Compute the cohomology of RPn. Show that RPn carries the structure
of a symmetric space.

I already showed the fact that RPn can be obtained as the space of all real lines in Rn+1 in Chapter 1, Exercises 1
and 3.

Since RP1 and S1 are both 1-dimensional smooth manifolds, to show that they are diffeomorphic it suffices to show
that they are homeomorphic. Note that RP1 ∼= S1/τ, where τ(x) = −x is the antipodal involution of S1. Now we
just need to show that S1/τ is homeomorphic to S1. Write S1 = {z ∈ C : |z|= 1} and consider the map f : S1→ S1

given by f (z) = z2. Note that f is clearly a continuous surjective function with f (z) = f (−z). Hence, f factors
through the quotient map under the equivalence determined by τ. Now by the universal property of the quotient
topology we find that there exists a unique homeomorphism ϕ : S1/∼→ S1. Hence, RP1 is homeomorphic (and
therefore diffeomorphic) to S1.

Note that the involution τ(x) = −x of Sn induces a splittingΩp(Sn) = Ωp
+(S

n)⊕Ωp
−(S

n), whereΩp
±(S

n) only consists
of the differential forms with τ∗ω = ±ω. So we have a splitting of the de Rham cohomology groups H∗(Sn) =

H∗+(S
n)⊕H∗−(S

n)∼= R. Now the quotient map ϕ : Sn→ RPn induces an isomorphism ϕ∗ : Ω∗(RPn)
∼=−→ Ω∗+(S

n), and

hence an isomorphismϕ∗ : H∗(RPn)
∼=−→ H∗+(S

n). Finally, note that the canonical generator [ω0] ∈ Hn(Sn) = R[ω0]
is in Hn

+(S
n) or Hn

−(S
n) depending on whether n is even or odd (this follows since τ∗(ω0) = (−1)n+1ω0. So we

have computed

Hn(RPn) =

¨

R if n is odd,

0 if n is even.

Now since RPn is connected we have that H0(RPn) = R. Now since H p(Sn) = 0 for all 0< p < n we deduce that

H p(RPn) =

¨

R if p = 0, or p = n and n is odd,

0 else.

Consider the symmetry σN : Sn→ Sn on Sn around the north pole N = (0, . . . , 0, 1) ∈ Sn given by

σN (x) = 2(N · x)N − x ,

where we consider Sn ⊆ Rn+1. Note that σN ◦ τ = τ ◦ σN , and so σN descends to an isometry of the quotient
space RPn = Sn/τ. We compute

σN (N) = 2(N · N)N − N = 2‖N‖N − N = N

and since we can write σN (x) = (2NN> − 1)x we have

DσN (x) = (2NN> − 1) =





−1n×n 0

0 1





Since TN RPn = TN Sn = Rn×{0}we see that the restriction DσN (N) : TN RPn→ TN RPn is given by DσN (N) = − id,
as desired. So we have shown that RPn is a symmetric space. �

Exercise 2. Similarly, define and discuss the quaternionic projective space HPn as the space of all quaternionic
lines in quaternionic space Hn+1. In particular, show that it is a symmetric space.
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We define HPn as the quotient of Hn+1 \ {0} by the equivalence relation Z ∼ λZ whenever Z = (Z0, . . . , Zn) ∈
Hn+1 \ {0} and 0 6= λ ∈ H. Now consider the unit sphere S4n+3 ⊆ Hn+1 as the set of points such that Z · Z = 1,
where · is the usual dot product and the · denotes the quaternionic conjugation. Any quaternionic line in Hn+1

must intersect the unit sphere. Furthermore, if Z ∈ S4n+3, then λZ ∈ S4n+3 if and only if |λ| = 1. Now by
identifying Sp(1) with the group of unital quaternions we see that HPn+1 = S4n+3/Sp(1) (as sets). Since Sp(1)
is a compact Lie group acting effectively on S4n+3 we deduce by the quotient manifold theorem that HPn+1 is a
smooth manifold. Note that Sp(n+ 1), the group of (n+ 1)× (n+ 1) quaternionic matrices which preserve the
natural quaternionic Hermitian form X · Y , acts transitively on the unit sphere in Hn+1.

Let [N] be the coset of the north pole N ∈ S4n+3. Let L be the quaternionic line through [N], and define a linear
operator σ : Hn+1→ Hn+1 such that σ|L = id and σ|L⊥ = − id, i.e. σ(Z0, Z1, . . . , Zn) = (Z0,−Z1, . . . ,−Zn). Since σ
is linear, σ factors through the quotient to HPn to define the involution σ[N] : HPn→ HPn. It is straighforward to
see that σ[N]([N]) = [N] and Dσ[N]([N]) = − id. Since the isometry group acts isometrically on HPn we deduce
that this involution extends to all points in the quaternionic projective space. Hence, HPn is a symmetric space.

�

Exercise 3. Determine all Killing fields on Sn.

We claim the the following vector fields form a basis of the vector space of Killing fields on Sn: Consider Sn ⊆ Rn+1

and the vector fields

Ki j = x i ∂

∂ x j
− x j ∂

∂ x i

for any 1≤ i, j ≤ n+1. Note that the flow of Ki j is given by Φi j(x , t) = exp
�

tA(i j)
�

x where (A(i j))i j = −(Ai j) ji = 1
and all other entries are zero. Since for any t the flow map Φi j is an isometry of Rn+1 that preserves the sphere,
we see that Φi j(x , ·) is a local group of isometries of Sn for any x ∈ Sn, and so we deduce that Ki j is a Killing field.

Note that

dim
�

span{Ki j : 1≤ i, j ≤ n+ 1}
�

=
n(n+ 1)

2
.

Now since the isometry group of Sn is SO(n+1) and since dimSO(n+1) = n(n+1)
2 , we deduce that span{Ki j : 1≤

i, j ≤ n} is the set of all Killing fields on Sn.

�

Exercise 4. Determine the Killing forms of the groups SL(n,C), Sp(n,R), SU(n), U(n).

Note that if we have any basis {e1, . . . , en} of a Lie algebra g then we can find coefficients c i j
k such that

[ei , e j] = c i j
k ek.

Then we find that
(ad(ei) ◦ ad(e j))(ek) = [ei , [e j , ek]] = [ei , c jk

`
e`] = c i`

m c jk
`

em.

Since the Lie bracket is anticommutative we deduce that c i j
k = −ck

jk and since the Lie bracket satisfies the Jacobi
identity we have

c i j
`

ckm
j + cmj

`
c ik

j + ck j
`

cmi
j = 0.

Now we can easily check that
Bg(ei , e j) = c i`

k c jk
`

.
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• SL(n,C): Let E(i j) be the matrix with (E(i j))i, j = 1 and all other entries zero. Define Di j = Eii − E j j and let
hi = Di,i+1. Note that h1, . . . , hn−1 and the E(i j) for i 6= j form a basis of sl(n,C). Since sl(n,C) is a simple
Lie algebra over C, we know that any two symmetric invariant bilinear forms are scalar multiples of each
other. So we deduce that

Bsl(n,C)(X , Y ) = λ tr(X Y )

for all X , Y ∈ sl(n,C), where λ is a constant. If Z is a diagonal matrix with tr Z = 0 then

[Z , E(i j)] = (Zii − Z j j)E
(i j),

and
tr(adZ ◦adZ) =

∑

i, j

�

Zii − Zi j

�2
= 2n tr(Z2).

In particular, Bsl(n,C)(h1, h1) = 2n tr(h2
1) = 4n. This shows that λ= 2n, and so

Bsl(n,C)(X , Y ) = 2n tr(X Y ).

Alternatively, we can just use determine the structure constants of the Lie bracket in sl(n,C ) to determine
the result in the same way.

• Sp(n,R): We just use the structure constants of the Lie bracket of sp(n,R) to find that

Bsp(n,R)(X , Y ) = (2n+ 2) tr(X Y ).

• SU(n): We compute the structure constants of su(n). First note that every Hermitian n× n-matrix can be
written as a real linear combination of the following matrices:













1 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0

























0 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0













· · ·













0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 1













(12)













0 1 · · · 0 0
1 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0

























0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0













· · ·













0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 1
0 0 · · · 1 0













(13)













0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 −i · · · 0 0
i 0 · · · 0 0

























0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0













· · ·













0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 −i
0 0 · · · i 0













(14)

Note that the matrices in (14) are traceless. Now if we replace the matrices in (12) by












1 0 · · · 0 0
0 −1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0

























0 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0

























0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0
0 0 · · · 0 −1













(14’)
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then we obtain a basis for all Hermitian matrices with zero trace. Now let these basis matrices in (14’) and
(14) be denoted as λi . Then the basis of su(n) is given by

ei = −
1
2

iλi .

Now we can write
[ei , e j] = c i j

`
e`,

and
[λi ,λ j] = 2ic i j

`
λ`.

It is easy to compute that tr(λiλ j) = 2δi j for λi ,λ j in (14). Now we find that

tr([λi ,λ j],λk) = 2ic i j
`

tr(λ`λk) = 4ic i j
k .

So we can compute the structure coefficients as

c i j
k =

1
4i

tr([λi ,λ j],λk).

Since the trace is invariant under cyclic permutations of its operator we see that

4ic i j
k = −4ic ik

j .

Similarly, we find that c i j
k is antisymmetric in all indices. Now we deduce that

Bsu(n)(e
i , e j) =

n
∑

`,k=1

−c ik
` c jk
`

.

In particular, we find that
Bsu(n)(X , Y ) = 2n tr(X Y ).

• U(n): Since su(n) is an ideal in u(n) we deduce that they have the same Killing form. That is to say

Bu(n)(X , Y ) = 2n tr(X Y ).

�

Exercise 5. Discuss the geometry of Sn by viewing it as the symmetric space SO(n+ 1)/SO(n).

We prove that Sn ∼= SO(n+1)/SO(n), and discuss the geometric interpretations along the way. This is essentially
just the orbit stabilizer theorem.

Intuitively, note that SO(n+1) acts by rotations on Rn+1. This action restricts to a transitive action on Sn. Now fix a
vector e1 = (1, 0, . . . , 0) ∈ Sn. Note that we have a continuous map SO(n+1)→ Sn given by A 7→ Ae1. The subgroup
of SO(n+ 1) which stabilizes e1 is the kernel of this map. It is the block diagonal subgroup H = {1} × SO(n). It
follows that the quotient SO(n+ 1)/H ∼= SO(n+ 1)/SO(n) is in continuous bijection with Sn. Since both spaces
are compact Hausdorff spaces, we deduce that the map is a homeomorphism. �

Exercise 6. Show that CPn = SU(n+ 1)/S(U(1)×U(n)). Compute the rank of CPn as a symmetric space.
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We will use the Hopf fibration S2n+1→ CPn. Note that U(n+ 1) is the isometry group of Cn+1 which preserve the
complex structure. This U(n+1) acts transitively on S2n+1, and the action descends to a transitive action on CPn.
Now if x ∈ U(n+ 1) fixes a point p ∈ S2n+1, then x also stabilizes the orthogonal complement of x , and so the
stabilizer of a point is U(n), where we view U(n) is embedded in U(n+1) as U(1)×U(n) ⊂ U(n+1). In particular,
we deduce that

CPn = U(n+ 1)/(U(1)×U(n)) = U(n+ 1)/S(U(1)×U(n)).

The rank of CPn as a symmetric space is 1. �

Exercise 7. Determine the closed geodesics and compute the injectivity radius of the symmetric space RPn.

First note that the geodesics of RPn are simply the projections of the geodesics of Sn. This follows since the map
Sn→ RPn is a local isometry, and hence preserves the geodesics. Using this, we immediately find that a geodesic
c : R→ RPn satisfying c(0) = p = π(x), and ċ(0) = X = π(x , u), with ‖X‖= 1 is written as

c(t) = π (x cos(t) + u sin(t)) = expp(tX ).

From this we immediately deduce that all of the geodesics in RPn are closed. Note that L(c) = π/2, and so
diam(RPn) = π/2. Now since we have an explicit expression of the exponential map, and since π : Sn → RPn is
non-singular that the injectivity radius of RPn is exactly π/2. �
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Chapter 6. Morse Theory and Floer Homology

Exercise 1. Show that if f is a Morse function on the compact manifold X , a < b, and if f has no critical
point p with a ≤ f (p)≤ b, then the sublevel set {x ∈ X : f (x)≤ a} is diffeomorphic to {x ∈ X : f (x)≤ b}.

Let Crit( f ) denote the set of critical points of f in M . Note that since M is compact we have that the sublevel sets
are compact, and that the set Crit( f ) is closed. So we can find some ε > 0 such that

{a− ε < f < b+ ε} ⊂ M \Crit( f ).

Now consider a smooth function ϕ : M → R+ satisfying

ϕ(x) =

¨

|grad( f ) f |−1 if f (x) ∈ [a, b],
0 if f (x) /∈ (a− ε, b+ ε).

Now consider the vector field X = −ϕ grad( f ) on M and the associated flow map Φ : R×M → M . Now consider
an integral curve, γ, of X . Now we consider the derivative of f along γ to find that in the region {a ≤ f ≤ b} that

d( f ◦ γ)
dt

= X f = −
grad( f ) f
grad( f ) f

= −1.

So we see that in {a ≤ f ≤ b} the value of f decreases at a rate of one unit per second. This implies, by the
fundamental theorem of calculus, that

Φb−a({x ∈ X : f (x)≤ b}) = {x ∈ X : f (x)≤ a}

and
Φa−b({x ∈ X : f (x)≤ a}) = {x ∈ X : f (x)≤ b}.

Hence, Φa−b is a diffeomorphism between {x ∈ X : f (x)≤ a} and {x ∈ X : f (x)≤ b}.

Note that we don’t need f to be a Morse function for this proof to go through. Similarly, we don’t need M to be
compact if we assume that all of sublevel sets are compact.

�

Exercise 2. Compute the Euler characteristic of a torus by constructing a suitable Morse function.

Consider the n-torus Tn = S1 × · · · × S1 ⊆ Cn. Now consider the function f : Tn→ R given by

f
�

eiθ1 , . . . , eiθn
�

=
n
∑

j=1

cosθ j .

It is easy to compute
grad( f ) = − (sinθ1, . . . , sinθn) ,

which vanishes if and only if eiθ j = ±1 for all 1≤ j ≤ n. In particular,

Crit( f ) = {(b1, . . . , bn) : b j = ±1},
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with |Crit( f )|= 2n. We can partition Crit( f ) =
⋃

Critk( f ), where Critk( f ) is the set of critical points of f with k
indices equal to +1 and n−k indices of f equal to −1. For any p ∈ Critk( f )we see that k of the second derivatives
of each term, cosθ j , are equal to −1 and n− k are equal to 1, with no other contributions to the second-order
Taylor series expansion of f . So we deduce that all critical values of f are non-degenerate with index k; hence f
is a Morse function. Now we compute the Euler characteristic

χ(Tn) =
n
∑

k=0

(−1)k|Critk( f )|=
n
∑

k=0

(−1)k
�

n
k

�

= 0.

�

Exercise 3. Show that the Euler characteristic of any compact odd-dimensional differentiable manifold is
zero.

Let M be a smooth n-manifold with n = dim M odd. Consider a Morse function f : M → R. Since |Critk( f )| =
|Critn−k(− f )| we have

χ(M) =
n
∑

k=0

(−1)k|Critk( f )|

=
n
∑

k=0

(−1)k|Critn−k(− f )|

= (−1)n
n
∑

k=0

(−1)n−k|Critn−k(− f )|

= (−1)n
n
∑

k=0

(−1)k|Critk(− f )| (by reindexing)

= (−1)nχ(M).

Since n is odd we deduce that χ(M) = 0. �

Exercise 4. Show that any smooth function f : Sn→ R always has an even number of critical points, provided
all of them are nondegenerate.

By using the standard height function h : Sn→ R given by x 7→ xn+1 we find that

χ(Sn) = 1+ (−1)n,

which is even. Now consider any Morse function f : Sn→ R and note that

χ(M) =
n
∑

k=0

(−1)kµk( f ) = 1+ (−1)n.

Now we compute

|Crit( f )|=
n
∑

k=0

µk( f ) =
n
∑

k=0

(−1)kµk( f ) + 2
∑

k is odd, 0≤k≤n

µk(n) = (1+ (−1)n) + 2
∑

k is odd, 0≤k≤n

µk(n),

which is clearly even. �
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Exercise 5. Prove the following

Theorem (Reeb). Let M be a compact differentiable manifold, and let f ∈ C 3(M ,R) have precisely two critical
point, both of them nondegenerate. Then M is homeomorphic to the sphere Sn (n= dim M).

Let f ∈ C 3(M ,R) have precisely two critical point. Since M is compact we see that f attains its maximum at some
point pmax ∈ M and a minimum at some point pmin ∈ M . In particular, these are the two nondegenerate critical
points of f . By rescaling if need be, we may assume that f (M) = [0, 1], i.e. we define ef (x) = f (x)− f (pmin)

f (pmax)− f (pmin)
.

Note that this transformation is well defined since f has two nondegenerate critical points and so f (pmax) 6=
f (pmin). Now we can use the Morse-Palais lemma to find some ε > 0 such that f −1([0,ε]) and f −1([1−ε, 1]) are
diffeomorphic to closed balls in Rn. By Exercise 6.1 we know that the sublevel set Mε := {x ∈ M : f (x)≤ ε} and
M1−ε := {x ∈ M : f (x) ≤ 1− ε} are diffeomorphic. So we deduce that M1−ε is also diffeomorphic to a closed
ball in Rn. In particular, we see that M is the union of two disks glued along their common boundaries.

Now we construct an explict map η : Sn→ M as follows. Write Sn = Sn
+ ∪Sn

− where Sn
± = Sn ∩{sign(xn+1) = ±1}.

We immediately have a diffeomorphism ϕ : Sn
− → M1−ε from the work in the previous paragraph. Let ψ0 be the

restriction of ϕ to ∂ Sn
+
∼= ∂ f −1([1 − ε, 1]) ∼= Sn−1, and extend ψ0 radially to a homeomorphism ψ : f −1([1 −

ε,ε])→ Sn
+. Explicitly, we can write

ψ(x) =

¨

‖x‖ψ0

�

x
‖x‖

�

if x 6= 0,

0 if x = 0.

Now by considering the map

η(x) =

¨

ϕ(x) if x ∈ Sn
−,

ψ(x) if x ∈ Sn
+.

This map is clearly a homeomorphism between Sn and M . �

Exercise 6. Is it possible, for any compact differentiable manifold M , to find a smooth function f : M → R
with only nondegenerate critical points, and with µ j = b j for all j (notations of Theorem 6.10.2)?

We will show that this is not always possible by considering M = RP3. Note that by Poincaré duality and Bochner’s
theorem (alternatively from Exercise 5.1) we obtain b0(RP3) = b3(RP3) = 1 and b1(RP3) = b2(RP3) = 0. Assume,
for the sake of contradiction, that there exists a smooth function f : RP3 → R with only nondegenerate critical
points satisfying µ j( f ) = b j(RP3) for all j = 0, . . . , 3. That is to say that

|Crit( f )|=
3
∑

i=0

µ j( f ) =
3
∑

i=0

b j(RP3) = 2.

Now by Reeb’s theorem (Exercise 6.5) we deduce that RP3 is homeomorphic to S3. This is clearly impossible since
RP3 is not simply connected, while S3 is. So we deduce that such an f cannot exist. �

Exercise 7. State conditions for a complete, but noncompact, Riemannian manifold to contain a nontrivial
closed geodesic. (Note that such conditions will depend not only on the topology, but also on the metric as is
already seen for surfaces of revolution in R3)

�
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Exercise 8. Let M be a compact Riemannian manifold, p, q ∈ M , p 6= q. Show that there exist at least two
geodesic arcs with endpoints p and q.

�

Exercise 9. In (6.2.1), assume that f has two relative minima, not necessarily strict anymore. Show
that again there exists another critical point x3 of f with f (x3) ≥ max{ f (x1), f (x2)}. Furthermore, if
κ= infγ∈Γ maxx∈γ f (x) = f (x1) = f (x2), show that f has infinitely many critical points.

�

Exercise 10. Prove the following statement:
Let γ be a smooth convex closed Jordan curve in the plane R2. Show that there exists a straight line ` in R2

(not necessarily through the origin, i.e. ` = {ax1 + bx2 + c = 0} with fixed coefficients a, b, c) intersecting γ
orthogonally in two points.

By the Jordan curve theorem we know that γ bounds a compact set Ω ⊆ R2. Now let L denote the set of all line
segments ` in Ω with ∂ ` ⊂ γ, and let P denote the set of all points on γ. In L we will admit trivial curves, i.e.
a single point in P is a line in Ω. This will allow our space to be closed with respect to the following notion of
convergence. We now say that a sequence of lines {`n} converges to ` ∈ L if the endpoints converge as points.

Now consider any continuous map v : [0,1]→ L satisfying v(0) = v(1). Let V denote the set of all such v. For
every t ∈ [0, 1] we can partition Ω across v(t) into Ω1

t ∪Ω
2
t . We pick an arbitrary choice for t = 0 and determine

Ω1
t and Ω2

t for t > 0 by continuity. Note that this implies Ω1
0 = Ω

2
1. Now define

κ := inf
v∈V

sup
t∈[0,1]

L(v(t)).

We claim that κ > 0. Let
r := sup{ρ > 0 : for some x0 ∈ Ω, B(x0,ρ) ⊂ Ω},

and let x0 be the corresponding center of the ball. Note that

κ≥ eκ := inf
v∈V

sup
t∈[0,1]

L(v(t)∩ B(x , r)).

Set eΩi
t = Ω

i
t ∩ B(x0, r). Note that eΩi

t varies continuously as well, and since eΩ1
0 = eΩ

2
0 there exists some t0 ∈ [0,1]

such that
L2(eΩ1

t0
) = L2(eΩ2

t0
),

where L2 denotes the Lebesgue measure on R2. Since v(t0) divides B(x0, r) into two subregions of equal area,
we deduce that L(v(t0)∩ B(x0, r)) = 2r. Hence,

κ≥ eκ= 2r > 0,

and so our claim that κ > 0 is shown.

We want to show that κ is realized by a critical point of L among all lines ` ∈ L. Let {vn} ⊂ C ([0,1];L) be an
infimizing sequence of paths in L, i.e.

inf
v∈V

sup
t∈[0,1]

L(v(t)) = lim
n→∞

sup
t∈[0,1]

L(vn(t)).
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Now find a subsequence {vnk
}k∈N such that for every t ∈ [0, 1] we have that vnk

(t)→ v∗(t) ∈ L. We can pick such
a subsequence dues to the continuity of v and the obvious compactness of γ ⊂ R2. Furthermore, we deduce that
v∗ ∈ V since the convergence of the lines is clearly uniform. Now since L is sequentially lower semicontinuous
we deduce that

inf
v∈V

sup
t∈[0,1]

L(v(t)) = sup
t∈[0,1]

v∗(t).

Since v∗ is continuous we deduce the existence of some t∗ ∈ [0, 1] such that

inf
v∈V

sup
t∈[0,1]

L(v(t)) = sup
t∈[0,1]

v∗(t) = v∗(t∗).

Now it is clear that v∗(t∗) is a critical point for L among all smooth curves with endpoints on γ. Now by Exercise
4.1 we deduce that v∗(t∗) must intersect γ orthogonally at both of it’s endpoints. �

Exercise 11. Generalize the result of Exercise 10 as follows:
Let M be diffeomorphic to S2, γ a smooth closed Jordan curve in M . Show that there exists a nontrivial geodesic
arc in M meeting γ orthogonally at both endpoints.

�

Exercise 12. If you know some algebraic topology (relative homotopy groups and a suitable extension of
Lemma 6.11.3, see E. Spanier, Algebraic topology, McGraw Hill (1966)), you should be able to show the fol-
lowing generalization of 11:
Let M0 be a compact (differentiable) submanifold of the compact Riemannian manifold M . Show that there
exists a nontrivial geodesic arc in M meeting M0 orthogonally at both endpoints.

�

Exercise 13. For p > 1 and a smooth curve c(t) in M , define

Ep(c) :=
1
p

∫

‖ċ‖p dt.

Define more generally a space H1,p(M) of curves with finite value of Ep. What are the critical points of Ep
(derive the Euler-Lagrange equations)? If M is compact, does Ep satisfy the Palais-Smale condition?

Let c : [a, b]→ M be a smooth curve.

A direct computation shows that if c : [a, b]× (−ε,ε)→ M is a variation of c then

d
ds

E(cs) =
1
2

∫ b

a

­

∂ c
∂ t
(t, s),

∂ c
∂ t
(t, s)

·
p−2

2 ∂

∂ s

­

∂ c
∂ t
(t, s),

∂ c
∂ t
(t, s)

·

dt.

It is now identical to the computation of the first variation of the energy. We deduce that

d
ds

E(cs)

�

�

�

�

s=0

=

∫ b

a

〈ċ, ċ〉
p−2

2

�

∂

∂ t
〈c′, ċ〉 − 〈c′,∇ ∂

∂ t
ċ〉
�

dt.
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So we see that c is critical for Ep if and only if

〈ċ, ċ〉
p−2

2

�

∂

∂ t
〈X , ċ〉 − 〈X ,∇ ∂

∂ t
ċ〉
�

= 0

for all t ∈ [a, b] for all X ∈ Γ (c∗T M). Since 〈ċ, ċ〉 6= 0 we deduce that c is critical for Ep if and only if

�

∂

∂ t
〈X , ċ〉 − 〈X ,∇ ∂

∂ t
ċ〉
�

= 0

for all X ∈ Γ (c∗T M), but this is the same condition for c to be critical for E2 and L. Hence, c is critical for Ep if
and only if c is a geodesic, and the Euler-Lagrange equations of Ep are just the geodesic equations.

Now we define the Sobolev space H1,p(M) to be the space of curves with finite Ep-energy (really the closure of
C∞(M) with respect to the Ep norm). Now we say that cn→ c in H1,p as n→∞ if cn converges uniformly to c
and if Ep(cn)→ Ep(c) as n→∞.

Now we claim that Ep satisfies the Palais-Smale condition. Consider a sequence {cn}n∈N ⊂ H1,p(M) satisfying

E(cn)≤ C1, ‖DEp(cn)‖ → 0 as n→∞.

Now let γ ∈ H1,p(M) and t1, t2 ∈ [a, b] with t1 < t2, and compute

d(γ(t1),γ(t2))≤
∫ t2

t1

�

(gi j ◦ γ)γ̇i γ̇ j
�1/2

dt

≤ (t2 − t1)
p

p−1

�

∫ t2

t1

�

(gi j ◦ γ)γ̇i γ̇ j
�p/2

dt

�1/p

≤ p
p

p|t2 − t1|
p

p−1 p
q

Ep(γ).

So we see that H1,p(M) ⊆ C 0,1/2([a, b]; M). Note that this is just an easy case of the Sobolev embeddings where
n = 1 and the target space is M . Now since {Ep(cn)}n∈N is bounded by C1 we can use the Arzela-Ascoli theorem
to find a uniformly convergent (in C ([a, b]; M)) subsequence. Let us call the limit c. Now we need to show that
c ∈ H1,p(M). Note that the H1,p-norm in local coordiantes is lower semicontinuous with respect to Lp-convergence
(which we have since M is compact and the convergence cn → c is uniform), and so the fact that Ep(c) < +∞
follows immediately.

By the uniform convergence cn → c we can find coordiante charts fµ : Uµ → Rn for µ = 1, . . . , m and a covering
[a, b] = V1 ∪ · · · ∪ Vm by open sets such that for sufficiently large n,

cn(Vµ) ⊂ Uµ and c(Vµ) ⊂ Uµ for µ= 1, . . . , m.

Now if ξ ∈ C∞0 (Vµ,Rn) for some µ then for sufficiently small |ε| we have that

fµ(c(t) + εϕ(t)) ⊂ fµ(Uµ) for all t ∈ Vµ.

That is we can compute local variations without leaving the coordinate chart. This is what we mean in the
following when we write c + εϕ (or things of this form). Now we can view the first variation of DEp as a linear

functional from H1,p
0 (M)→ R, and so we endow it with the dual norm:

‖DEp(γ)‖= sup

�

d
dε

Ep(γ+ εξ) : ξ ∈ H1,p
0 ([a, b]; M),

∫

‖ξ̇‖g dt ≤ 1

�

.
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Now we compute

d
dε

Ep(γ+ εξ) =
1
p

�

d
dε

∫

�

(gi j ◦ (γ+ εξ))(γ̇i + εξ̇i)(γ̇ j + εξ̇ j)
�p/2

dt

�

=

∫

�

(gi j ◦ (γ+ εξ))(γ̇i + εξ̇i)(γ̇ j + εξ̇ j)
�

p−2
2

�

(gi j ◦ (γ+ εξ))γ̇iξ̇ j +
1
2
(gi j,k ◦ (γ+ εξ))(γ̇i + εξ̇i)(γ̇ j + εξ̇ j)ξk

�

dt.

Now at ε = 0 we see that this simplifies to

d
dε

Ep(γ+ εξ)

�

�

�

�

ε=0

=

∫

�

(gi j ◦ γ)γ̇i γ̇ j
�

p−2
2

�

(gi j ◦ γ)γ̇iξ̇ j +
1
2
(gi j,k ◦ γ)γ̇i γ̇ jξk

�

dt.

Now let {ηµ} be a partition of unity subordinated to the Vµ. We want to show that Ep(cn) → Ep(c). So in the
above, we take ξ j = ηµ(c j

n − c j) and compute the second term in the integrand

∫

�

(gi j ◦ cn)ċ
i
n ċ j

n

�
p−2

2 (gi j,k ◦ cn)ċ
i
n ċ j

nηµ(c
k
n − ck) dt ≤ C2 sup

t∈Vµ
d(cn(t), c(t))Ep(cn)→ 0

where the limit follows by the uniform convergence of cn → c and since Ep(cn) ≤ C1. Since ‖DEp(cn)‖ → 0 as
n→∞ we deduce that the first term in the integrand also goes to zero. So we see that

Ep(cn)− Ep(c) =

∫

((gi j ◦ cn)ċ
i
n ċ j

n − (gi j ◦ c)ċ i ċ j)ηµ dt → 0.

That is to say that Ep(cn)→ Ep(c) as n→∞. Again, by the lower semicontinuity of Ep with respect to convergence
in Lp we deduce that DEp(c) = 0. So we have shown that Ep does indeed satisfy the Palais-Smale condition on
H1,p(M).

�
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Chapter 7. Harmonic Maps between Riemannian Manifolds

Exercise 1. Determine all harmonic maps between tori.

�

Exercise 2.

(a) We call a closed subset A of a Riemannian manifold N convex if any two points in A can be connected by
a geodesic arc in A. We call A strictly convex if this geodesic arc is contained in the interior of A with the
possible exception of its endpoints. We call A strongly convex, if its boundary ∂ A is a smooth submanifold
(of codimension 1) in N and if all its principal curvatures with respect to the normal vector pointing to
the interior of A are positive. Show that a strongly convex set is strictly convex.

(b) Show that a strongly convex subset A of a complete Riemannian manifold N has a neighborhood whose
closure B1 and B0 := A satisfy the conclusions of Lemma 8.2.2.

(c) Show that Theorem 8.2.1 continues to hold if N is only complete, but not necessarily compact, again
with π2(N) = 0, provided ϕ(Σ) is contained in a compact, strongly convex subset A of N . In that case,
the harmonic f : Σ→ N also satisfies f (Σ) ⊂ A.

�

Exercise 3. In this exercise, still another definition of the Sobolev space H1,2(M , N) will be given. The
embedding theorem of Nash implies that there exists an isometric embedding

i : N → Rk

into some Euclidean space.
We then define

H1,2
i (M , N) := { f ∈ H1,2(M ,Rk) : f (x) ∈ i(N) for almost all x ∈ M}.

Show that
H1,2(M , N) = H1,2

i (M , N).

�
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Exercise 4.

(a) For 1< p <∞ and f ∈ Lp(M , N), we define

Ep,ε( f ) :=
1

ωmεm+p

∫

M

∫

B(x ,ε)
d p( f (x), f (y)) d vol(y)d vol(x),

and
Ep( f ) := lim

ε→0+
Ep,ε( f ) ∈ R∪ {∞}

(show that this limit exists). We say that f ∈ Lp(M , N) belongs to the Sobolev space H1,p(M , N) if
Ep( f )<∞. Characterize the localizable maps belonging to H1,p(M , N).

(b) Show lower semicontinuity of Ep with respect to Lp-convergence, i.e. if ( fν)ν∈N converges to f ∈
Lp(M , N), then

Ep( f )≤ lim inf
ν→∞

Ep( fν).

(c) Derive the Euler-Lagrange equations for critical points of Ep. (The smooth critical points are called p-
harmonic maps. The regularity theory for p-harmonic maps, however, is not as good as the one for
harmonic maps. In general, one only obtains weakly p-harmonic maps of regularityC 1,α for some α > 0.)

(d) Show the existence of a continuous weakly p-harmonic map (minimizing Ep) under the assumptions of
Theorem 8.2.1.

(e) Extend the existence theory of §7.5 to Ep.

�

Exercise 5. Derive formula (7.2.13) in an invariant fashion, i.e. without using local coordinates.

�

Exercise 6. Prove the following result that is analogous to Corollary 7.2.4. A smooth map f : M → N between
Riemannian manifolds is totally geodesic if and only if whenever V is open in N , U = f −1(V ), h : V → R is
convex, then h ◦ f : U → R is convex.

�

Exercise 7. Let M be a compact Riemannian manifold with boundary, N a Riemannian manifold, f : M → N
harmonic with f (∂M) = p for some point p in N . Show that if there exists a strictly convex function h on f (M)
with a minimum at p, then f is constant itself.

�

Exercise 8. State and prove a version of the uniqueness theorem 7.7.2 for minimizers of the functionals
Eε. Show that, as for the energy functional E, any critical point of Eε (with values in a space of non-positive
sectional curvature, as always) is a minimizer.

�
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Chapter 8. Harmonic Maps from Riemann Surfaces

Exercise 1. Show that every two-dimensional torus carries the structure of a Riemann surface.

�

Exercise 2. Determine all holomorphic quadratic differentials on a two-dimensional torus, and all holomor-
phic quadratic differentials on an annular region {z ∈ C : r1 ≤ |z| ≤ r2} (0 < r1 < r2) that are real on the
boundary.

�

Exercise 3. Show that the conclusions of the Hartman-Wintner-Lemma 8.1.7 continue to hold if (8.1.17) is
replaced by

|uzz | ≤ K(|uz |+ |u|).

�
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Exercise 4. We let Σ be a Riemann surface and H : R3 → R be a smooth function. For a map f : Σ→ R3 we
consider the equation

�

∂ 2

∂ x2
+
∂ 2

∂ y2

�

f = 2H( f (z)) fx ∧ f y

where z = κ+ i y is a conformal parameter on Σ and ∧ denotes the standard vector product in R3.

(a) Show that, if f is conformal, H( f (z)) is the mean curvature of the surface f (Σ) at the point f (z).

(b) If Σ= S2, show that every solution is conformal.

(c) If Σ is the unit disk D and f is a solution which is constant on ∂D, show that it is constant on all of D.

(d) Show that for a nonconstant solution, fx and f y have only isolated zeros.

(e) At those points where fx and f y do not vanish, we define

L :=
〈 fx x , fx ∧ f y〉
| fx ∧ f y |

,

M :=
〈 fx y , fx ∧ f y〉
| fx ∧ f y |

,

N :=
〈 f y y , fx ∧ f y〉
| fx ∧ f y |

(using the Euclidean metric of R3).

Show that for a solution with H ≡ const, ϕ dz2 := (L − N − 2iM) dz2 is a holomorphic quadratic
differential.

Conclude that ϕ, since holomorphic and bounded, extends to all of Σ as a holomorphic quadratic differ-
ential.

(f) If H ≡ const and Σ = S2, show that every solution f (Σ) has constant and equal principal curvatures at
each point. Conclude that it is a standard sphere of radius 1p

H
, i.e. f (Σ) = {x ∈ R3 : |x − x0|2 =

1
H } for

some x0.

Remark 10. By the uniformization theorem, every two dimensional Riemannian manifold M diffeomorphic to S2

admits the structure of a Riemann surface and a conformal diffeomorphism K : S2→ M. It thus is conformally equiv-
alent to S2. The exercise then implies that every surface diffeomorphic to S2 and immersed into R3 with constant mean
curvature is a standard “round” sphere. This result, as well as the method of proof presented here, were discovered by
H. Hopf. �

�

Exercise 5. Prove theorem 8.2.3, assuming only that N is complete but not necessarily compact.

�

88



Chapter 9. Variational Problems from Quantum Field Theory

Exercise 1. Show by a direct computation that (9.1.28), (9.1.29) imply (9.1.6), (9.1.7).

�

Exercise 2. Derive the Euler-Lagrange equations for the functional defined in (9.2.16).

�
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