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Abstract: Refactoring monolithic architecture into microservice architecture is a difficult task. In many cases, 

a monolithic service is divided into N-tiers based on the N-tier architecture. In order to divide a monolithic 

service into microservices, it is necessary to redefine a model as a new microservice by extracting models 

across layers and integrating them. However, since different layers and architectures are used for each layer, 

such as a database, an application framework, server software, etc., programs and models extracted from 

each tier are often redesigned and re-implemented in many cases. In this paper, we focus to the mobile agent 

technology that builds a system only by the simple two methods of agent's migration between computers and 

messaging between agents; and we propose the system architecture to facilitate the migration of a 

monolithic service to microservices. 
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1. Introduction 

With the evolution of cloud computing and web technology, many web services have been developed and 

operated which are updated frequently and continuously. Typically, many web services are built on a 

multi-layered architecture, and each layer has a monolithic architecture. However, the internal 

implementation of these layers is getting more complicated, and a wide area of rebuilds and redeployment 

may be required for updating the system. Operation of a system requiring frequent and continuous change 

requires a wide area of changes to be a burden of development and operation. 

For this reason, it is necessary to localize the area of influence on the changed software module. 

Against this background, the usefulness of microservice architecture, which constructs a system by 

combining software components of microservices, is being evaluated [1], [2]. 

There is currently no definition for microservices. According to [3], a single application is developed by 

combining multiple microservices. These microservices run in their processes and often communicate with 

each other by a lightweight communication protocol such as the REST API (representational state transfer 

application programming interface) [4]. Also, these microservices are built on the business capabilities and 

can be deployed independently by fully automated mechanisms. Centralized management for those 

services is minimal, and each service can use different programming languages and different data storage 

technologies. 

The features of such a microservice architecture are common to mobile agent technology, which are 

autonomous software components that can migrate among computers connected to the network, and are 
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thought to have high affinity with each other. 

A mobile agent is an autonomous software module which can migrate between different computers via 

computer networks. A paradigm and a behavior of mobile agents are designed like humans and whose 

society such as collaboration and competition among people. This feature of mobile agents is assumed to 

contribute to the ease of management for microservices because microservices are hard to be managed 

these life cycle and relations among them as a distributed dynamic software module. The problem area of 

microservice architecture partly overlaps with mobile agent technology. 

This paper discusses an design for application of mobile agent technology to microservice architecture 

and shows requirements and design for a mobile agent framework to manage microservices on the web. 

2. Requirements of Architecture 

In general, web services are not designed with microservice architecture at the beginning of launching. 

Monolithic architectures and frameworks such as Ruby on Rails [5], CakePHP [6], etc. with high 

development efficiency are used early in many web services. It is difficult to predict in advance what 

feature is demanded at the time of launching the web service, making microservice at the time when 

necessity does not occur becomes a factor to raise the development cost of the system. Basically, 

disassembling software into many parts like a microservice is a trade-off between system complexity and 

maintainability, so it is common to adopt a monolithic architecture unless it is necessary. Thus, it can be 

said that one of the essential problems of microservice is a realization of easy change from monolithic 

architecture to microservice architecture. 

In the following sections, we discuss requirements for simplifying changes from a monolithic architecture 

to microservice architecture using the paradigm of the mobile agent system. 

2.1. Data Distribution 

In the case of developing a web service, in recent years, relational databases, document databases, graph 

databases, key-value stores and the like are often adopted. 

What is a problem when distributing these data to multiple computers (services) is to ensure data 

consistency. Generally, data stored in a logical or physically separate computer has a lower cost of ensuring 

consistency because latency and throughput of the network between computers are lower as the data is 

stored. Thus, the programmers of the system examine which data is strongly or weakly related to each 

other, and adopts an approach in which the relationship between data is weak, or those with a low 

frequency of association are preferentially distributed. This approach is often adopted in the database 

architecture called NoSQL [7]. 

It is not unusual for the structure of data to change in the operation of the web service. In the 

microservice architecture, to localize the influence area of the maintenance of the system, an approach is 

taken to lower the degree of coupling between the services and increase the degree of condensation of the 

service. This is very similar to the optimization problem of the consistency assurance level strength and 

cost associated with the horizontal distribution of the database. In other words, it is thought that it is highly 

compatible with the architecture of microservices that localize the scope of influence of maintenance 

related to the service by putting it in a location that is closer to the relevant data. 

Therefore, we propose to extract a data model with a strong association strength between models as a 

microservice while measuring the frequency of transactions of data generated by multiple data models and 

the communications traffic of data. 

In addition, by enabling the operation to easily extract the microservice, it is thought that it becomes easy 

to change the monolithic web service to the microservice architecture. 

A mobile agent is a useful aspect in cases where autonomy and transfer between computers are required. 
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By providing a framework consisting of a suitable programming language and execution environment for 

this purpose, it is considered that the scalability of the system that can be easily realized can be achieved. 

2.2. Process Distribution 

To process distribution, those with less data input/output can be distributed relatively easily. On the 

other hand, a computer responsible for a large amount of data processing is strongly related to the data 

consistency guarantee mentioned above, so basically it is necessary to locate it close to the computer where 

the data is stored. 

Therefore, the microservice having the function of processing data has the greatest influence on the 

network distance between the microservice having the data to be processed, the microservice as the 

processing result output object, and the end user's computers It is required to migrate to a microservice 

with low cost. 

Such a requirement is a field that the mobile agent is good at, and it seems that affinity between 

autonomous processing dispersion and mobile agent is high. 

2.3. Domain-Driven Design 

When dividing an existing service into microservice, a method of searching for a junction that can achieve 

both loose couplings and high condensability in the problem domain is used [1], [8]. 

However, this junction may go beyond the technical boundary. For example, in web services, a 

three-layer architecture is often adopted, but junctions that can achieve both loose coupling in the 

dispersion of data and dispersion of processing and high condensability traverse these layers there is a 

possibility. 

Therefore, it is difficult to adopt the existing monolithic web application framework as it is. Many of these 

frameworks clearly divide user interface functions, data processing functions, and data storage functions 

into layers. 

For this reason, by adopting a mobile agent, which is a small software component capable of both data 

retention and data processing, as a system platform, it is possible to realize a junction capable of achieving 

both loose couplings in the problem domain and high condensability It is thought that it can be flexible and 

easily extracted as a microservice. 

Thus, we propose an approach that extracting microservices from a monolithic service and 

reconstructing a monolithic service to microservices dynamically. 

3. Requirements of Framework 

The smaller the service, the higher the cost for grasping the specification of each service and applying it 

accurately. For this reason, as compared to performing static specification verification in advance, the 

importance of being able to dynamically respond to changes in the system is increased when the operation 

of each microservice is changed. 

Therefore, we propose a method to dynamically extract microservices from a monolithic service and 

dynamically reconstruct them as microservices. There are two important properties to realize this 

proposal. 

3.1. Framework for Re-construction 

First, any part of a monolithic service or a microservice can be divided as a new microservice, and it 

works properly as a system. This can be realized by utilizing many existing virtualization technologies that 

have been proposed. However, the granularity of virtualization ranges from function of programming 

language to virtual machine. It is considered that mobility by mobile agent technology and correspondence 
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to dynamic constraint satisfaction problem can be utilized for this. 

Because relaxing restrictions on models based on business logic that developers think when dividing as 

microservices, and models based on hardware and technology being used, we can redefine from a more 

flexible monolithic service to microservice It is because our proposal intends to make the configuration 

possible. 

For this reason, it is not an existing web framework based on restrictions of technical specifications such 

as a three-layer architecture and a request-response type such as an HTTP [9], rather than being as 

conscious as possible of restrictions on technical specifications, a more flexible monolithic service A new 

web framework with constraints and conventions that make it easier to split into microservices. 

3.2. Evaluation of Cost with Re-construction 

The second is to be able to evaluate the cost of extracting new microservice from a monolithic service. 

Even though it is possible to divide the system, the performance of the system depends on constraints of 

the underlying hardware and software, so even if an advantage as microservices is obtained by division, 

estimation of performance degradation by division and measures to prevent irreversible division are 

extremely important. 

Therefore, our proposal is based on the collection and analysis of statistical information on the inside of 

the service, based on the change of the performance cost when dividing microservices from a monolith 

service and the fact that it can be merged to the original system after being divided, In other words, it is 

necessary to think about a method to evaluate reversibility. 

In our future work, we will proceed with these two studies. 

4. Design for Architecture 

4.1. Mobile Agent 

First of all, we define an internal data structure of a mobile agent. Fig. 1 shows the architecture of a 

mobile agent system. In AREs (agent runtime environment), multiple agents work concurrently and are 

able to migrate between AREs via networks. An agent is constructed from a runtime state area and an 

application area, and a program code area that contains program codes [10]. A runtime state area has 

information of states of the agent during executions of tasks such as call stacks, program counters, etc. An 

application area has any data that are specified by developers of the agent. A program code area has a set of 

program codes that are described behaviors of the agent. This constructions cover specifications of MASIF 

Specification by OMG (Object Management Group) [11] and Agent Management Specification by FIPA 

(Foundation for Intelligent Physical Agents) [12], [13]. 

 

 
Fig. 1. An architecture of a mobile agent system. 
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4.2. One-to-One Communications between Mobile Agents 

In a distributed system, generally, a communication protocol has types, which are synchronous or 

asynchronous and pull or push. Therefore, we apply these two types of protocols into the communication 

protocol as messaging between mobile agents. Fig. 2 shows one-to-one communication protocols between 

mobile agents. 

4.2.1. Push with asynchronous 

This communication method (Fig. 2a) sends a message from a source agent to a destination agent in only 

one direction. This method is used when the reliability assurance that the message has arrived at the 

destination is unnecessary. This nature is similar to the User Datagram Protocol (UDP) [14] in the transport 

layer of the Internet protocol suite. In a distributed system, particularly a microservice architecture, a 

communication protocol in the application layer of the Internet protocol suite is used for cooperation 

between microservices. There are, also, cases where multi-hop is used between microservices. Therefore, it 

is necessary to realize the properties of the communication protocol like UDP in the application layer as the 

communication protocol of mobile agents. 

4.2.2. Push with synchronous 

This communication method (Fig. 2b) sends a message from a source agent to a destination agent in only 

one direction. This method is used when the reliability assurance that the message has arrived at the 

destination is necessary. This nature is similar to the Transmission Control Protocol (TCP) [15]. When It is 

required that the source agent knows the message has arrived at the destination agent and the message 

passes through a multiple microservices, this is realized at the application layer as the communication 

between mobile agents. 

4.2.3. Pull with asynchronous 

This communication method, Fig. 2c, sends a request message from a source agent to destination agent, 

and source agent does not wait for the return of the response message from the destination agent. This 

communication method can implement with combining Push with Asynchronous (Fig. 2a). Because this 

communication method can be considered to be frequently used in a distributed system and the 

microservice architecture, we define as a basic communication method for mobile agents. Such a nature is 

useful, for example, when implementation of the eventual consistency [16] in the data coherence model as 

providing BASE (basically available, soft state, eventual consistency) semantics [17]. Since coordination of 

data consistency in a distributed system is an essential technique for increasing the throughput of a 

distributed system. Since our proposed architecture is trying to facilitate division and integration of 

microservices, this communication method is important to prevent a decrease in performance. 

4.2.4. Pull with synchronous 
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Fig 2. One-to-one communications between mobile agents. 

 

This communication method (Fig. 2d) sends a request message from a source agent to a destination agent, 

and source agent waits for the return of a response message from the destination agent. This 

communication method can be implemented with a combination of Push with Synchronous (Fig. 2b). In a 
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distributed system, This communication method is necessary to implement distributed transactions and 

distributed consensus such as Paxos [18]. 

4.3. Many-to-Many Communications among Mobile Agents 

In distributed systems, distributed transactions and distributed consensuses, such as two/three-phase 

commit protocol, Paxos [18], etc., are an important mechanism. Our proposed architecture is intended to 

implement the distributed transaction and the distributed agreement with a unified application layer 

communication protocol called message exchange between mobile agents and agents. It is easy to imagine 

that this is lower performance than existing high-performance products. However, by using a unified 

communication protocol throughout the system, there is the flexibility to change various requirements and 

the advantage that it is possible to understand a flat system independent of technical constraints and to 

coexist domains. Our proposed architecture adopts the latter over the current performance. 

5. Design for Framework 

5.1. Dividing and Merging for Processes 

Fig. 3 shows a conceptual diagram of process dividing and merging. A programmer can migrate any 

process to any node. When a process is migrated, a local communication and a remote communication is 

handled transparently via the system. In general, a communication delay is greater in remote 

communication than in local communication. Thus, there is a tradeoff between redundancy due to system 

decentralization and communication delay by remote communication. In changing the construction of the 

system, it is important to balance the quality of the domain and the quality of the performance. In this our 

architecture, even if the process is migrated to an arbitrary node, inter-process communication is 

maintained whether it is local or remote. This makes it easier for programmers to find boundaries that can 

balance process dispersion and performance without being aware of communication types. This property is 

important in the domain-driven design, it makes easy to find for a better domain, and the changeability of 

the system can be improved. 

 

 
Fig. 3. A conceptual diagram of distributed dividing 

and merging of processes. 

 
Fig. 4. A conceptual diagram of distributed dividing 

and merging of data (resource). 
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5.2. Dividing and Merging for Data 

Fig. 4 shows a conceptual diagram of resource dividing and merging. A programmer can clone arbitrary 

resources by duplicating or dividing it to an arbitrary number. Our framework is responsible for ensuring 

the connection with the divided resources and an ability of look-up divided resources. Whether the divided 

resources take the master-slave model, multi-master model, Paxos [18] for consensus protocol or the like is 

realized by one layer above the framework. If a programmer just want to physically divide the resources, 

you can do so by dividing and merging of the process described above section. 

In this our approach, by realizing the process distribution and the data distribution with different aspect, 

the programmer can understand separately the domain design of the program and the guarantee of 

consistency to the data. 

6. Related Works 

6.1. Mobile Agents and Microservices 

Provalets [19] proposes a method to manage microservices using mobile agent technology. Fluid [20] 

proposes a transportable and adaptive web service model like a mobile agent architecture. [21] proposes a 

Performance-based cost models for improving web service efficiency through dynamic relocation. 

However, these are not has been made for processes to extract microservices from a monolithic service 

and reconstructing a monolithic service to microservices. 

Our proposed approach is extracting microservices from a monolithic service and reconstructing a 

monolithic service to microservices. 

6.2. Web Services Composition and Microservices 

Automatic web service composition like a mobile agent architecture, such as [22], is an active research 

area [23]-[25]. Self-organization and self-management of processes including microservices too. In the [26], 

associations of multiple microservices are explained by using a tree graph of services' types and graph trees 

of services' instances, and proposals are made to describe the concept of service orchestration and load 

balancing for automatic management of microservices that this work reuses much of the ideas from [27] 

described them. These approaches aim to composite existing services. 

[28] is intended to dynamically develop and reconfigure services based on the user's request during 

execution. It is similar to the idea of microservice to create small reusable services based on user's request 

or to combine them as a single service. However, in general, it is not clear how much demand can be 

expected at the stage of launching services. It may be more efficient to develop as a monolithic service than 

to create many small dynamic software components that can be dynamically reused like microservice from 

the beginning. The problem we are focusing on is whether we can provide a means to easily migrate from 

monolithic service to microservice. 

6.3. Cloud Computing 

In the area of cloud computing, researchers are underway to adjust the physical location of virtual 

machines (VMs) for the quality of service (QoS) control. [29] surveys QoS in cloud computing. Discussions 

related to mobile agents and microservices in the research area of cloud computing are focused on the 

migration of VMs such as [30]-[32]. In the live migration of a VM, migration is performed with the 

interfaces and various resources in  VM being fragmented and active at the same time on a plurality of 

computers at the same time. This technology is probably considered to be useful as an idea for 

transparently dividing a monolithic service into multiple microservices and autonomous horizontal scaling. 

However, these live migration techniques for MVs do not assume that a VM will be divided into two or more 
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instances during live migration. 

6.4. Distributed Database 

Ref. [33] provides efficient partitioning and allocation of data for web service compositions. This 

approach that partitions and allocates small units of data, called micro-partitions, to multiple database 

nodes, and improves data access efficiency over the standard partitioning of data. However, this approach 

is not premised on consistency with units of microservices based on business requirements which are 

important in microservice. However, it depends on the three-tier architecture, and the proposal of this 

paper, an extraction of microservices from a monolithic service, has not been proposed. 

Azure Cosmos DB [34] is a globally distributed database that can choose a consistency level from strong, 

bounded staleness, session, consistent prefix, or eventual [35] and choose a database model from 

collections, graphs, or tables [36]. 

On the other hand, our proposal is to easily divide monolithic web services into microservices while 

considering consistency with division units based on business requirements. In this case, in order to 

localize the scope of influence by service maintenance, it is the goal to dynamically lower the degree of 

coupling between services and to divide the service while increasing the degree of condensation of the 

service. 

7. Conclusions 

This paper has discussed an application of mobile agent technology to microservice architecture and 

shows requirements for designing a mobile agent framework to manage microservices on the web. 

This discussion shows the following three propositions. 

 Data Distribution: We propose to extract a data model with a strong association strength between 

models as a microservice while measuring the frequency of transactions of data generated by 

multiple data models and the communications traffic of data. A mobile agent is a useful aspect in 

cases where autonomy and transfer between computers are required. 

 Process Distribution: A microservice having the function of processing data has the greatest influence 

on the network distance between the microservice having the data to be processed, the microservice 

as the processing result output object, and the end user's computers. It is required to migrate to a 

microservice with low cost. Such a requirement is a field that the mobile agent is good at, and it 

seems that affinity between autonomous processing dispersion and mobile agent is high. 

 Domain-Driven Design: By adopting a mobile agent, which is a small software component capable of 

both data retention and data processing, as a system platform, it is possible to realize a junction 

capable of achieving both loose couplings in the problem domain and high condensability. It is 

thought that it can be flexible and easily extracted as a microservice. 

In future work, we design and develop the framework including programming language and its runtime 

platform for reconstructing microservices from a monolithic service. 
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