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Abstract: In the era of multicore system architectures, it is empirical to develop efficient techniques to utilize 

the added compute power. High speed schedules are one of the main benefits that can be extracted from such 

systems. This is especially important for embedded systems that are required to run highly complex 

applications fast. Embedded systems often employ a multi-processor system-on-a-chip (MPSoC) to enhance 

performance. Hence in this article, we present an effective technique to scheduling of multiple streaming 

applications on an MPSoC with the objective of maximizing throughput. The proposed technique is 

implemented and tested on real and hypothetical systems on a range of benchmarks and the results show 

the great improvement in the systems' throughput generated from the presented technique. 
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1. Introduction 

Multi-core architectures whether in high performance computing or embedded systems are now the 

architecture of choice. They are widely used to get a performance boost and to lift the hard to overcome 

physical and performance constraints imposed to extract more power from a single core architecture.  

Multi-core architectures while powerful, require the development of proper techniques to effectively extract 

their power. Without such effective techniques, the multi-core architecture will not meet the performance 

expectations. In embedded systems, often a multi-processor system-on-a-chip (MPSoC) is used.  

Multi-processor system-on-a-chip (MPSoC) is a computing architecture that utilizes multiple processing 

elements (possibly heterogeneous), a memory hierarchy, and a communication platform optimized for better 

performance. MPSoCs often utilize a scratchpad memory in addition or instead of a cache.  Cache employs 

hardware based control that adds to the complexity of the design. Moreover, cache hits and misses often 

create problems in real time embedded systems where predictability is required for enhanced performance.  

Scratchpad memories, on the other hand, are software controlled and hence the predictability requirement 

is satisfied. 

With the added potential performance increase from an MPSoC, a heavier burden are now on the shoulders 

of researchers to devise efficient methods to extract this compute power. Often multiple applications are 

utilizing an embedded system and in many scenarios these applications are streaming under possibly 

different set of data inputs. In this case of streaming applications where an application's instances are 

continuously getting executed in the system, improving the throughput of the system tend to be of higher 
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performance priority. In this case, the main metric is not how fast the system can execute one instance of the 

application but rather the reduction of the initiation interval (II) that is defined as the time between two 

instances of an application. Reducing the initiation intervals of the applications increases the systems 

throughput as more instances of the applications will finish executing in the system in a shorter period of 

time. Under this performance metric, executing one instance of the application might not be the fastest but 

the throughput of the whole system under multiple and continuous streaming of applications' instances will 

be optimized. 

In this article, an optimized and effective heuristic is devised to enhance the throughput of an MPSoC 

system utilizing an SPM memory component for a stream of applications. The technique captures the 

importance of integrating memory allocation and scheduling for the applications in the system to improve 

the system's throughput. Traditionally the two steps of memory allocation and scheduling are dealt with as 

two decoupled steps. However, an integrated approach is presented as the memory allocated to a processor 

to execute a task of an applications greatly affects the execution time and hence the decision to allocate a task 

to a processor should be integrated with the decision of how to partition the on-chip memory in the system.  

The rest of the article is organized as follows. Section 2 presents the related work. Section 3 presents the 

problem formulation with the proposed solution presented in Section 4. Section 5 presents our extensive 

results to test the proposed techniques. Finally Section 6 presents the conclusions.  

2. Related Work 

Many research groups have studied the problem of task scheduling of applications on multiple processors 

where the objective is to minimize the execution time. The authors in [1] solved the scheduling problem using 

constraint programming and the memory partitioning problem using integer linear programming. The 

authors argued why these two choices fit the two problems the best. A comparison among algorithms for 

scheduling task graphs onto a set of homogeneous processors on a diverse set of benchmarks to provide a 

fair evaluation of each heuristic based on a set of assumptions are presented in [2]. Micheli et al. [3] studied 

the mapping and scheduling problem onto a set of processing elements as a hardware/software codesign.  

Neimann and Marwedel [4] used integer programming to solve the hardware/software codesign partitioning 

problem. A tool for hardware-software partitioning and pipelined scheduling based on a branch and bound 

algorithm was presented in [5]. Their objective was to minimize the initiation time, number of pipeline stages, 

and memory requirements. Similarly, in [6] an ILP solution for the partitioning problem with pipeline 

scheduling is proposed. An accurate scheduling model of hardware/software communication architecture to 

improve timing accuracy is presented in [7]. March et al. [8] presented a power-aware scheduling techniques 

based on task migration in systems implementing DVFS capabilities. 

Many authors have studied the memory allocation problem in MPSoCs. The main focus of their research 

work is data parallelism in the context of homogeneous multiprocessor systems. Meftali et al. [9] formulated 

the memory allocation problem as an ILP to obtain an optimal distributed shared memory architecture to 

minimize the global cost to access shared data as well as the memory cost. In [10], the authors presented a 

memory-centric scheduling technique to improve hard real-time utilization. The scheduling of memory 

intensive periodic tasks on a partitioned multicore real-time system is studied in [11]. The authors assumed 

no shared resources among cores.  The paper also presented scheduling real-time tasks that comply with 

the PRedictable Execution Model (PREM). Blagodurov et al. [12] presented a contention-aware scheduling 

algorithm on multicore systems. Vaidya et al. [13] proposed a dynamic scheduling algorithm in which the 

scheduler resides on all cores of a multi-core processor and accesses a shared Task Data Structure (TDS) to 

pick up ready-to-execute tasks. Power and energy efficient scheduling on multicore systems has been studied 

in [14] and [15].   
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Suhendra et al. [16] studied the problem of integrating task scheduling and memory partitioning among a 

heterogeneous multiprocessor system on chip with scratch pad memory. They formulated this problem as 

an integer linear problem (ILP) with the inclusion of pipelining. ILP solutions require long computation time 

for large applications. Xue et al [17] presented techniques to divide the MPSoC system resources among 

multiple applications in the system based on the internal structure of each application to reduce the schedule 

time. Kim et al. [18] provided an effective scheduling technique based on cluster slack optimization where 

the tasks are iteratively clustered and each cluster is optimized by using a branch and bound technique. Their 

technique is applied on a pipelined data stream. Liu et al. [19] presented techniques to task assignment and 

cache partitioning with cache locking to minimize WCET on an MPSoC. They presented a joint task 

assignment and cache partitioning techniques utilizing cache locking to guarantee a precise WCET. 

Many research has been done on task scheduling problems for DVS enabled multi-processor real-time 

embedded systems [20]. An adaptive method to eliminate hot spots in a slightly better way than the load 

balancing techniques by reducing temporal and spatial temperature variations is presented in [21]. Zhao and 

Gu [22] proposed a dynamic task scheduling on an NoC-based multiprocessor design to reduce energy 

consumption. Their technique consists of an offline part using optimization tools and online part using an 

efficient heuristic. An online task scheduling policy for energy-aware computing onto large multi-threaded 

multiprocessors is presented in [23]. In [24], a multi-objective scheduling algorithm based on decomposition 

for scheduling of the system workflow is presented. In [25], the authors proposed an energy-aware processor 

merging (EPM) algorithm to select the most effective processor to turn off from the energy saving perspective, 

and a quick EPM (QEPM) algorithm to reduce the computation complexity of EPM.  

3. Problem Definition and System Architecture 

Given a number of streaming applications in a multi-processor system with software controlled scratchpad 

memories (SPM) and large off-chip memory, the presented technique will generate a scheduling of the tasks 

to maximize the throughput from the system. In the case of streaming applications, each application will be 

continuously executed on possibly different set of data inputs. Streaming applications are widely used in 

many fields such as digital signal processing (DSP). The schedule for the streaming applications is referred 

to as pipelined scheduling since as to be explained later on, tasks from different instances will be executed in 

parallel within each pipeline stage. 

Maximum throughput does not necessarily result in the shortest execution time of one application in the 

system but rather the overall throughput of the system with multiple streaming applications running 

continuously is optimized. In such scenario, the main metric is not how fast the system finishes running one 

instance of an application but rather how short is the initiation interval (II). The initiation interval is defined 

as the time between running two instances of the same application. As the II interval is reduced, the 

throughput of the system is improved. 

To clarify this point, consider the simple example depicted in Fig. 1. Fig. 1-(a) presents a task dependence 

graph of a simple application of 4 tasks. A hypothetical run time of each task is noted in the parenthesis. A 

possible schedule of the original TDG in Fig. 1-(a) is shown in Figure 1-(c) and it requires a total of 14 time 

units. Fig. 1-(b) represents a possible updated TDG of the streaming application along with a possible 

schedule in Fig. 1-(d) including tasks from the current instance represented as Ti, the previous instance 

represented as T'i, and the next instance represented as T"i. The schedule in Fig. 1-(d) presents two stages. 

Each pipeline stage must include all the tasks but they could be from different instances.  Since T1 and T'2 

are from different instance, they can now run in parallel.  Please note that in the schedule in Fig. 1-(d) the 

tasks T1 T2 T3 and T4 are scheduled within two stages but they still abide by the dependencies in the original 

TDG in Fig. 1-(a). From the pipelined schedule for a streaming application, it will require the current instance 
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of the application 22 time units which is higher than the 14 time units in the non-pipelined case. However, 

since the intention is to improve the throughput of the system in the case of pipelined scheduling, an 

equivalent of an application instance will finish executing in the system every 11 time units. Hence to finish 

three instances of an application utilizing the pipelined schedule, 33 time units are needed compared to 42 

time units for the case of no pipelining. 

 

 
Fig. 1. (a) An example TDG, (c) Schedule with no pipelining, (b) TDG for pipelining, (d) Schedule with 

pipelining. 

 

The problem to be solved in this article is now defined as follows. Given a set of streaming applications that 

will continuously run on the same or different set of input data, an MPSoC architecture with SPM, find an 

optimized pipelined schedule utilizing an integrated approach to task scheduling and memory partitioning 

to increase the overall system throughput by efficiently using the system resources. An instance of all the 

applications streaming in our system will be modeled using a Directed Acyclic Graph (DAG) with each 

application task modeled as vertex and an edge between two tasks represent dependencies and hence might 

incur communication cost.   

The proposed framework will receive a set of applications.  The application will them be profiled to 

extract important information. One of the main outcomes of the profiler is the task dependence graph (TDG) 

of each application in the system. The task dependence graph is a directed acyclic graph with a vertex to 

represent a task and an edge between two vertices to represent data dependency. For instance, an edge 

between two tasks, say i and j, means that task j should wait till task i finishes executing before it can start 

executing. Task j will have to also wait for the time required for the dependent data to be communicated from 

task i.   

The profiler will examine the structure of each application and will locate the basic blocks within each 

application.  The basic blocks will be called tasks and will be represented as the vertices in the TDG.  The 

profiler will also examine the data and control flow between each two tasks for data dependency.  

Dependencies will be represented as weighted edges in the task dependence graph with the weight 

representing the communication cost for the dependent data between two dependent tasks. 
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Fig. 2. An MPSoC with (a) pure shared on-chip memory, (b) hybrid on-chip memory. 

 

The underlying architecture considered in this paper is a multi-processor system-on-a-chip that 

constitutes of multiple processing cores, a memory hierarchy, a communication platforms such as a network-

on-a-chip and a set of input/output. Examples of two MPSoCs architectures are depicted in Fig. 2 that show 

a system with pure shared on-chip memory and another system of hybrid on-chip memory where some 

memory is shared between a number of processors and some memory elements are pure private.  

4. Pipelined Scheduling and Memory Partitioning 

The proposed approach starts by trying to reduce critical paths in the task dependence graph by mapping 

tasks on the critical paths to different instances and hence cutting the critical path into subpaths Fig. 3. Critical 

paths tend to increase the schedule time due to dependencies and hence reduced possibility of parallel 

execution of tasks. First, add to the task dependence graph (TDG) a dummy start node (vertex) with outgoing 

edges to all the nodes with no incoming edges and a dummy end node with ingoing edges from all nodes in 

the TDG with no outgoing edges. Then the critical paths are to be found. When an edge is removed in a TDG 

to reduce the critical path, two sub TDGs are created. The tasks in each of the two subgraphs will now belong 

to two different instances of the application. Any time an edge is removed, all the corresponding edges that 

connect the two sub graphs will also be removed. The TDG can at most be divided into s sub graphs where s 

is the number of pipeline stages. The number of pipeline stages is set to be at most the number of processors 

in the multi-processor system. 

The critical paths will be determined based on the estimated execution time of the tasks on that path. The 

estimated execution time of a task detailed next is highly dependent on the processor allocated to execute 

the task as well as the on-chip fast scratchpad memory allocated to that processor. Memory and task 

allocation are often studied as two independent and consecutive problems.  Hence usually tasks are first 

allocated to processors and then the memory budget is divided among the processors following a certain 

criteria.  However, the task allocation should also be dependent on memory allocation as tasks will exhibit 

different run times based on the on-chip memory allocated. Hence task scheduling and memory allocation 

are interdependent problems and should be considered in an integrated fashion rather than decoupled 
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fashion. Hence after dividing the original task dependence graph into subgraphs that is dividing the tasks 

into stages , the tasks from different instances will then be scheduled based on an integrated task scheduling 

and memory partitioning approach. 

 

Fig. 3. Creating the pipeline stages. 

 

Hence, the estimated execution time (EET) depends not only on the current memory allocations on the 

processors but rather it presents an estimation for the run time for different future memory allocations. This 

is important since the memory allocation will vary throughout the proposed heuristic and the decision of 

deciding the critical path as well as the task allocation should look beyond the current memory allocation to 

possible future SPM budget distributions. In the beginning, the on-chip scratchpad memory is assumed to be 

equally divided among the available processing cores. The estimated execution time (EET) is defined in 

Equation 2 and it is dependent on an estimate(Tij) (Equation 1) that estimates the reduction in execution time 

due to possible additional scratchpad memory allocated to the processor Pj executing a certain task Ti. 

estimate presents an estimation to the extent the run time of a task will decrease on a processor if higher SPM 

budget is allocated to it. It is a number between zero and one based on the run time Run(Tij) of task Ti under 

the current memory allocation and the lowest possible (Low(Tij)) run time if all the SPM memory is allocated 

to the processor Pj executing task Ti. 

 

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑇𝑖𝑗) =
𝑅𝑢𝑛(𝑇𝑖𝑗)−𝐿𝑜𝑤(𝑇𝑖𝑗)

𝑅𝑢𝑛(𝑇𝑖𝑗)
              (1) 

 

𝐸𝐸𝑇(𝑃𝑗) = 𝐸𝑛𝑑(𝑃𝑗) − ∑ (𝑅𝑢𝑛(𝑇𝑖) −
𝑅𝑢𝑛(𝑇𝑖)

1+𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑇𝑖)
)𝑇𝑖∈𝑃𝑗         (2) 

 

The proposed heuristic in Fig. 4 will start with the tasks in the new resultant task dependence graphs 

(subgraphs) for pipelined scheduling sorted in increasing order of ASAP values and stored in a list List. The 

ASAP values are calculated based on the execution times of the tasks assuming the SPM budget is equally 

divided among all the processors. Following the order of the tasks in the List, each task will be allocated to 

be scheduled to the appropriate processor that results in minimal increase in the schedule time.  

 

Pipeline_Stages() 

 
1. Profile the applications. 

2. Add a dummy start Node s. 

3. Add outgoing edges from s to vertices with no parents. 

4. Add a dummy end Node e. 

5. Add ingoing edges to e from all vertices with no children. 

6. Find the paths from the start to end. 

7. Find the critical paths. 

8. Divide the critical path into n paths of close execution times. 

9. Create n unconnected subgraphs based on the point of cut of the 

critical path. 

10. Label the tasks in the new TDG to reflect previous, current and next 

instance. 
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Fig. 4. The proposed integrated scheduling heuristic. 

 

The Begin(Ti, Pj) is the start time of task Ti on processor Pj and is defined in Equation 3 as the earliest 

possible start time of the task on the processor while meeting all the dependency constraints from all the 

parent tasks.  The communication cost is also taken into account in Equation 3.  The Finish time of a task 

is simply calculated in Equation 4 as the sum of the Begin time and the execution time of the task Execute 

under the current memory allocation.  The finish time Finish of a processor in Equation 5 is equal to the 

finish time of the last task scheduled on that processor. 

𝐵𝑒𝑔𝑖𝑛(𝑇𝑖, 𝑃𝑗) = 𝑀𝑎𝑥 (𝑀𝑎𝑥 (𝐹𝑖𝑛𝑖𝑠ℎ𝑇𝑘∈𝑃𝑎𝑟𝑒𝑛𝑡(𝑇𝑖)(𝑇𝑘)) , 𝐹𝑖𝑛𝑖𝑠ℎ(𝑃𝑗)) +   𝑀𝑎𝑥 (𝐶𝑜𝑚𝑚_𝐶𝑜𝑠𝑡𝑇𝑘∈𝑃𝑎𝑟𝑒𝑛𝑡(𝑇𝑖)(𝑇𝑘)) 

(3) 

 

 𝐹𝑖𝑛𝑖𝑠ℎ(𝑇𝑖) = 𝐵𝑒𝑔𝑖𝑛(𝑇𝑖 , 𝑃𝑗) + 𝐸𝑥𝑒𝑐𝑢𝑡𝑒(𝑇𝑖)         (4) 

 
 

 𝐹𝑖𝑛𝑖𝑠ℎ(𝑃𝑗) = 𝑀𝑎𝑥 (𝐹𝑖𝑛𝑖𝑠ℎ𝑇𝑘∈𝑃𝑗(𝑇𝑘))         (5) 

 
 

Generally a task Ti is scheduled on processor Pj that results in the minimum increase in the schedule time.  

However, since the proposed scheduling and allocation algorithm is memory-aware, task Ti may be scheduled 

on processor Pm if the estimated execution time (EET) (Equation 2) of Pm is at least 12% less than the EET 

value of processor Pj. This is because a lower EET value is an implication that the schedule time of tasks on a 

certain processor is susceptible to higher reduction if more scratchpad memory is allocated to that processor 

in the future beyond the current memory allocation. The 12% value is found through fine tuning. The SPM 

memory allocation might change after a scheduling of each task. After a task is scheduled, the processor with 

the highest finish time is allocated more SPM memory with the intention to balance the schedule and hence 

Task Scheduling() 

 

1. Get the new TDGs from Pipeline_Stages(). 

2. Get the available system resources. 

3. Find the minimum run time of each task Ti on processor Pj, Low(Tij ). 

4. Divide the on-chip SPM memory equally between the processors. 

5. Find the run time of each task based the equally partitioned SPM budget. 

6. Find ASAP for all the tasks based on the equally partitioned SPM budget. 

7. List = List of tasks in increasing order of ASAP. 

8. While (List not empty) do: 

9.    T1 = the first task in List. 

10.   For every processor Pi: 

11.      Find the estimate and EET values of Pi if T1 is executed on Pi. 

12.      Find the earliest start time of T1 on Pi. 

13.      Find Finish(Pi) if T1 is executed on Pi. 

14.      if ((Finish(Pi) < min && EET(Pm) ≥ (1 - δ%)EET(Pi))|| 

                      (Finish(Pi) > min && EET(Pi) ≤ (1 - δ%)EET(Pm))) 

15.          min = Finish(Pi). 

16.      else if (Finish(Pi) = min) 

17.          min = Finish time of the processor with the higher estimate. 

18.    Allocate T1 to processor Pj of min finish time. 

19.    Remove T1 from List. 

20. End While 
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reduce the schedule time. This is achieved by transferring 10% of the SPM budget allocated to the processor 

with the lowest Finish*Estimate to the processor with the highest Finish time provided that this does not 

result in a longer schedule. 

5. Experimental Setup and Results 

For the experimental testing, a C based simulator is created under different system architectures to cover 

a wide range of architecture designs. We mainly utilized an Intel Xscale, ARM Cortex-A53 and hypothetical 

processors with cores ranging from 2 to 8. In the experimental testing, it is assumed an on-chip fast memory 

ranging from 20kB to 4 MB. We also utilized hypothetical cores mainly based on AMD Ryzen 7 1800X 8-Core 

3.6 GHz desktop processor but with scaled down frequencies to mimic realistic embedded processors. 

 

We implemented and tested the following four methods: 

• Our Approach: The presented integrated approach to memory-aware scheduling with pipelining. 

• Our Approach_No_Pip: The presented integrated approach to memory-aware scheduling with no 

pipelining. 

• Optimal_Dec_Pip: An optimal ILP solution based on an altered version of [16] of a decoupled 

solution with pipelining. 

• Optimal_Integ_No_Pip: An optimal ILP solution based on [16] of an integrated solution with no 

pipelining.  

 

For the first set of experiments, the proposed pipelined and memory-aware scheduling heuristic is 

compared against an optimal ILP based pipelined approach where task scheduling and memory partitioning 

are considered as two decoupled steps, Optimal_Dec_Pip. A set of applications were tested multiple times 

under different processor and scratchpad memory budget and the average results for each application is 

depicted in Fig. 5. In this set of experiments, it is assumed that only one application is utilizing the system at 

the same time and is being streamed continuously. The following set of application were tested mainly 

extracted from Mediabench and Mibench [26], [27], Lame and Osdemo. Each application is profiled using 

Simplescalar [28] to extract important information such as the task dependence graph (TDG). Three semi 

random benchmarks named Bench1, Bench2 and Bench3 are also created and tested. The number of 

processors in the system is varied between 2 and 8 processors and the SPM memory budget is varied 

between 256KB and 2MB. It is important when testing to choose a proper processor count and memory 

budget as too few or too many system resources will fail to reflect the quality of the proposed technique. As 

depicted in Fig. 5, Our Approach is able to improve the throughput of the system by up to 17.5% (11.1% on 

average) compared the optimal decoupled approach Optimal_Dec_Pip. As expected, the results clearly show 

the importance of the integrated approach over the decoupled approach.  

For the second set of experiments, we compared our approach against an integrated technique that does 

not consider pipelining, Optimal_Integ_No_Pip. A set of applications were tested multiple times under 

different processor and scratchpad memory budget and the average results for each applications is depicted 

in Fig. 6. In this set of experiments, it is also assumed that only one application is utilizing the system at the 

same time and is being streamed continuously. We tested the same set of real life benchmarks and semi 

randomly created benchmarks as the same set of experiments namely, Lame, Osdemo, Bench1, Bench2 and 

Bench3. The number of processors in the system is varied between 2 and 8 processors and the SPM memory 

budget is varied between 256KB and 2MB. As depicted in Fig. 6, Our Approach is able to improve the 

throughput of the system by up to 26.2% (21.3% on average) compared to the optimal decoupled approach 

Optimal_Integ_No_Pip. As expected, the results clearly show the importance of the pipelining in improving 
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the throughput of the system. 

 

 
Fig. 5. Results for integrated vs decoupled. 

 

 
Fig. 6. Results for pipelined vs non-pipelined. 

 

 
Fig. 7. Results for Set (1) Lame, Cjpeg and Osdemo. 

 

The last set of experimental testing was a continuation of the second set of experiments but assuming there 

are multiple applications utilizing the system at the same time that are also to be continuously streaming. 

Two sets of benchmarks were created and tested: Set (1) Lame, Cjpeg and Osdemo and Set (2) Lame, Cjpeg, 

BM1, BM2. The sets are tested multiple times under different processor count and memory budget and the 

average results for each set are depicted in Fig. 7 and 8. Due to the size of the applications and the 

corresponding TDGs, optimal ILP-based solutions are no longer feasible since the run time is prohibitive. 
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Hence we compared Our Approach to our approach altered so that it does not include pipelining, Our 

Approach_No_Pip. The number of processors in the system is varied between 4 and 16 processors and the 

SPM memory budget is varied between 128KB and 2MB. As the results show, our pipelined schedule 

technique improved the results up to 25% with 21% on average improvement compared to no pipelining. 

 

 
Fig. 8. Results for Set (2) Lame, Cjpeg, BM1, BM2. 

 

6. Conclusion 

In this article, an effective technique to improve the throughput of a multiprocessor system with a set of 

streaming applications is presented. The proposed technique integrates task scheduling and memory 

partitioning to further reduce the schedule time. Results on multiple set of benchmarks showed the 

effectiveness of our technique compared to decoupled techniques and to techniques with no pipelining.  
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