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Abstract— Cloud computing offers on-demand access to adaptation of systems to dynamic workloads. This remap-
computational resources. One of the major challenges in ping primitive is defined as migration and allows work-
cloud environments is to enforce the elasticity of the pro- load transfers among different physical machines with-

cesses that execute in the cloud, avoiding Service Level tint i thei fi C H iarati .
Agreements (SLAS) violations and reducing waste with idle out interrupting their execution. L.urrently, migration 1S

resources. We propose an autonomic resource management manually triggered by network managers to load balance
system for cloud computing, called VOLTAIC (Volume Op-  data centers [10]. This reallocation scheme is inefficient

timization Layer To Assign Cloud resources). The proposal  pecause of its high reaction time, which is inadequate
analyzes usage profiles of physical and virtual elements 4 gynamic workload environments like clouds. The au-

and defines heuristics based on differential utilization leel tonomic migration is an even areater challen b
that guarantee an enhanced allocation of virtual elements. onomic migration IS an even greater challenge, because

VOLTAIC introduces algorithms to determine proper pa-  there is a need to consider multiple parameters of the
rameters to allocate cloud elements and to automatically current machines and to estimate future resource demands
migrate those elements to avoid performance degradation of machines.

due to server saturation. Results obtained through the In this article, we propose VOLTAIC, which performs

implementation of the system in a small-scale environment . . . . T
show that the system efficiently assigns virtual elements autonomic migrations to provide elasticity in the resource

and ensures proper resource allocation to virtual elements ~ Provisioning of a cloud environment, guaranteeing QoS
We also developed a virtual network simulator for cloud for the clients and enhancing the usage of available re-

environments to attest the high performance of VOLTAIC in  sources. Using the profile analysis of virtual and physical
_broader scenarios. Results show improvements in up to 10% elements, the system performs a dynamic allocation of
in the amount of offered cycles due to correct assignment e . .
of virtual elements. elements. The utilization profiles of virtual elements are
compared among themselves and among the profiles of
resources offered by the physical machines. VOLTAIC
searches the most adequate physical server to each virtual
element by considering the likelihood between the profile
Cloud computing introduces a new provisioning modelof the virtual element and the profile offered by the
for technology infrastructure. In this model, clients hire physical server.
providers that dynamically offer processor, memory, disk, VOLTAIC was implemented and tested in a real en-
and network resources. This can be achieved through théronment and uses Libvirt APl [4]. Thus, VOLTAIC
use of the virtualization technology [1], which imple- is applicable to all virtualization platforms that suport
ments a hardware abstraction that enhances the flexibilitlyibvirt, such as Xen [5], VMWare [6], KVM [7], etc.
of resource allocation. This flexibility confers elastcit In order to validate the proposed system in large scale
in the cloud environment, defined as the capacity okenvironments, we developed a cloud environment sim-
providing resources on-demand and at the same timelator. The simulator receives utilization profiles of real
ensuring Quality of Service (QoS) of clients [2]. Servicemachines and generates outputs that validate the modeling
providers must develop efficient cloud systems to avoidor the proposed scenario. The obtained results show that
the waste with idle resources, ensure QoS and fulfilWOLTAIC is efficient for elasticity provision and en-
dynamic workload demands. Armbrust al. [3] claim  hances the availability of resources. The proposal reduces
that the main cloud challenges are the service availabilityn up to 10% the denial rate of processor resources when
and the elastic resource provision that scales with theompared to proposals of the literature.
demand and reduces costs without violating Service Level The article is structured as follows. Section Il presents
Agreements (SLA). the related work, which aims in management of cloud en-
Virtualization allows on-demand remapping of virtual vironments and migration of virtual elements. Section IlI
resources over physical resources and thus enables tRkows the proposed architecture, its behavior and the
proposed algorithms. Section IV and Section V shows
This paper is based on “VOLTAIC : Volume Optimization Layes T the implementation of VOLTAIC, the development of
Asslgn Cloud resources,” by Carvalho, H. E. T., and DuarteCOM. - the simulator and the results of the proposal. Finally,
B, which appeared in the International Conference on In&tion and . . . .
Communication systems (ICICS12), Jordan, Irbid, April 201 Sfe;:r:l_on Vi kpresents the conclusions and future directions
of this work.

I. INTRODUCTION
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Il. RELATED WORK execute management algorithms before the environment
The deve|opment of mechanisms that ensure e|astidBaCheS critical situations. VOLTAIC also allows the uti-

ity in resource provision is a big challenge. There ardization of an adaptation of the punishment algorithm
many works that address the virtual element allocation iP"oPosed by Carvalhet al. to enforce that VOLTAIC
physical substrates, but most of the proposals focus oflgorithms can achieve enough processing power to fulfill
the admission control of virtual elements and ignore thdts objectives [11].

resource consumption variability that requires dynamic re  Violin [12] presents a proposal that is similar to Sand-
allocations. Fajjaret al. developed an admission system Piper. It provides an environment capable of scaling dy-
based on ant colony meta-heuristics to solve this kind ofamically and migrating elements. The proposal focuses
problem [8]. Alkmimet al.developed mapping algorithms 0N the utilization of the memory ballooning mechanism,
that minimizes the resource utilization in virtual network Which allows the dynamic memory allocation, and the
environments [9]. The minimization goal is to optimize Processor scheduling of Xen platform to deliver resources
the resource utilization by avoiding the instantiation ofto Virtual elements. The proposal uses relocation policies
unneeded nodes. For instance, if it's possible to fulfill allthat verify if a given policy of a virtual element can
virtual network needs in a smaller number of physicale fulfilled in the current physical node. If it is not
resources, the virtual elements can be consolidated in Ressible, Violin migrates the virtual element to another
smaller number of physical elements thus minimizing the®hysical node. The proposed environment is composed
resource waste. of virtual machines connected through a virtual network

Sandpiper [10] is a System that monitors virtual ma.WhiCh allows the Separation of the management of Violin
chines with the objective of detecting and fixing hotspotsrom the management tasks of the physical infrastructure.
in physical servers. Hotspots are defined as the unavailthe proposal is divided in two main components:
ability of resources in physical servers. This unavailgbil 1) Enabling Mechanisms: The enabling mechanisms
causes degradation in the performance of virtual machines  include the virtual environments from users and
which share resources in these physical servers. The the resource monitoring processes of physical ma-
results of the proposal demonstrate that singular hotspots  chines. These processes monitor the processor and
can be detected and mitigated in less than 20 seconds and memory consumption through hypervisor calls to
that the proposal can be extended to data center scenarios. detect the availability of resources;

The proposal is tested with some artificially generated 2) Adaption Manager: The adaption manager com-
workload, generated with Httperf. This artificial workload municates with monitoring process to generate a
states that clients make requests to virtual machines and  global view of resource availability. The global
each small request demands lots of processing power.  view deals with monitoring information of all Violin
Besides, the proposal offers two monitoring approaches. instances.

The first approach is the black-box approach, where The proposal does not offer optimal resource alloca-
the monitoring happens independently of the operationajons but instead uses relocation based policies to verify
systems and the applications which execute in virtualf 5 given virtual element can have its policies fulfilled in
machines. The second approach is the gray-box approagie current physical node. If the policies are not fulfilled,
which explores processor behaviors from the executingjolin migrates the virtual element to a different physical
virtual machines. . _ _ node capable of providing the needed policies.

By detecting the hotspots, SandPiper applies an inter- Gonget al. propose Press (PRedictive Elastic ReSource
active algorlthm which orders servers as function of the"ScaIing for cloud systems) [13]. The system is focused
volumes, defined as on cloud environments where elasticity must minimize

the operational costs of providers and at the same time

1 1 ) 1 (1) enforce service level objective (SLOs), defined as key
L —cpu 1 —memory 1—network’ elements of the SLAs established between providers and
which is a value that represents the volume of used reclients. The SLOs provide ways to measure the perfor-
sources as a function of processor, memory and networknance of service providers in a manner that allows both
After the ordering procedure, the algorithm classifiessides to attest if the SLAs are violated. The greatest
within each machine, the virtual elements that use morehallenge of the elasticity is to decide where and when to
resources. Then, the system iteratively reallocates the viallocate resources, which is a non-trivial problem because
tual elements that belong to higher volume machines intapplication demands can vary over time, hardening the
lower volume machines, until all hotspots are mitigated characterization of its patterns. The objective of Press is
The resource allocation of VOLTAIC is significantly dif- to develop an efficient prediction schema based on models
ferent from SandPiper because it takes into consideratiothat avoid the complexity of profile analysis and model
the compatibility of the usage similarity of physical and calibration.
virtual machines. Besides, our proposal uses a more In order to predict resource consumption, Press uses
flexible volume metric that allows a better pondering intwo complementary techniques. First, it uses signal pro-
the importance of each resource in the accounting of theessing techniques to identify repetitive patters, called
system load. The new parameters indicate the need tignatures, which are used in prediction. If the techniques

Vol =
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are not able to identify signatures, Press uses a statistidrtual network.
approach to detect short-term patterns and applies Markov We have proposed SLAPv, an adaptive control mecha-
chains to predict the near future resource consumptiomism for virtual network environments [11]. The proposal
The proposal avoids sub-estimation of resources anig based on adaptive punishments applied to virtual ele-
tolerates overestimation to reduce SLO violations. ments to enforce SLAs and provide a better utilization of
Press is compatible with Xen platform and validates itgdle resources. SLAPv verifies if virtual machines violate
results through Google cluster data. The system presentige contracted SLAs and the proposal is limited to the
good prediction results. One of the greatest contributionglistribution of resources within a single physical node.
of the authors is the idea of using utilization signaturesAnother contribution is the adoption of a fuzzy metric
which take into account the profile variation as a metricto verify the saturation level of physical resource on
to know the reliability of the current profiles when they each physical node, defined as system charge. The system
are used as near future predictors. charge reflects parameters such as processor usage, mem-
Hirofuchi et al. developed an efficient migration algo- ©Y @nd network. This metric was adapted into VOLTAIC
rithm based on post-copy migration to optimize migration@S @ criterion to execute dynamic allocation mechanisms.
in cloud environments [14]. Authors say that currentBesides, VOLTAIC allows the management of resources
migration algorithms are based on iterative pre-copy miin & br_oader. Iey_el, because it allows the ut|I|zat|o_n_0f the
gration which may require an unpredictable amount offigration primitive to enhance the resource provision for
time to finish migration process. In data center scenario¥irtual elements. In this manner, the resource control is
this time unpredictability harms the efficiency of mi- not res_trlcted to a single physma@l machine and allows the
gration algorithms and management strategies. By usin@llocaﬂon of resources among dlffer_ent physical elem_ents
the implementation of Hirofuchi, it is possible to use Of & cloud environment. The profiles are not applied
post-copy migration on KVM, which is based on the to explicitly verify the. SLAs. Instead, they are used 'Fo
idea of migrating virtual machine states first and thertnderstand the variation and the correlation of machine
copy memory pages. This migration enables an accurafé€havior and its time variation, because it is one of the
prediction of migration time and allows faster migrationsCritéria that is applied to select migration candidates in
because it only depends on the time to transfer the entirdOLTAIC.
memory and the time to transfer the virtual machine In this paper, we propose VOLTAIC system that is an
states. Given the post-copy algorithm implementation@Utonomous resource manager for cloud environments,
the authors develop a machine consolidation mechanisMhich allocates virtual elements, enhances the QoS of-
that uses post-copy and an allocation scheme to ensufered to clients and avoids the waste of computational
performance. They define dedicated and shared servef§sources. The system charge metric used in our SLAPv
All virtual machines execute in shared servers. When ®roposal was adapted into VOLTAIC as a criterion to exe-
given machine uses more than a defined threshold, tHfeite dynamic allocation mechanisms. The proposal allows
system wakes a dedicated server and migrates the virtuifSource management in a broader level, because it allows
machine to it. The proposal cannot predict efficiently thethe utilization of the migration primitive to enhance the
resource demands and can lead the system to situatiof@Source provision for virtual elements. The system uses
where there are no sufficient dedicated servers to fulfill | Pvi rt to interact with virtualization platforms and
the resource demands. In this case the proposed systéhfinage physical machines. Thus, it is compatible with
may suffer performance problems. In this case, a solutioRNY Virtualization platform that supporits bvi rt, such
like VOLTAIC can relocate virtual machines according to @S Xen, VMWare, KVM, etc., differently from existent

their consumption profiles to attenuate the problem.  Proposals that work only with specific virtualization en-

Houidi et al. propose an adaptive mechanism to provide’Ironments [10], [11], [13]. By adopting the utilization

resources in virtual network environments [15]. AuthorsOf a smgtletr:nterfaclzg t(t))_lr_rtwana;gtehthual pIatLorms:[ we Ct?nt
take into account network restrictions such as topolog ugment the applicability ot Iné proposed system, bu

limitations and SLA constraints to enhance network per-t inherits some problems related to which information

formance and enhance tolerance to failures. They believE" be exiracted by each platfiorm due ltobvirt

that in the same manner that virtual machines can bgmitations. Besides, results show that the absence of
allocated dynamically in different physical machines; vir some platforms-specific information does not affect the

tual networks can be dynamically allocated in diﬁeremperformance of the proposal. We must also mention that

machines as well. This extension to virtual networks addd"® Platforms must provide live migration mechanisms as

new management parameters such as the connectiviYY/ell'
among virtual elements, delays in virtual links and virtual
network topologies. The proposed system enables the
dynamic relocation of virtual networks as a response of
the creation of new networks. The proposed system is The name VOLTAIC is inspired in nature, where elec-
distributed and based on agents which monitor physicatical charge differences induce charge exchange through
elements. Agents detect link failures and change virtuaboltaic arcs. In the same way real clouds balance electrical
network allocation to maintain the constraints of eachcharges among each other, the proposed VOLTAIC system

IIl. THE VOLTAIC SYSTEM
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VOLTAIC Module

Figure 1. A VOLTAIC module managing a set of physical machiaed orchestrating the resource allocation.

balances resource consumption in cloud computing envisystem capability, offering resources to virtual elements
ronments. The autonomic management is characterizathder domain of other VOLTAIC machines, improving
as a process of observation and decision making imesource utilization and enhancing the provided services.
the proposed environment, without human intervention.

Therefore, the autonomic manager perceives the behavi@f The Statistic Collector Module

of physwal and_ V|rtL_1aI r_nachmes, analyzes _ar_1d predict The Statistic Collector (SC) module udesbvirt to
possible saturation situations, and makes decisions.eThes

- interact with the physical machines and retrieves moni-
decisions can encompass the temporary resource prup-. "~ . . o
. . o : oring information. The SC retrieves processor utilizatio

ing [11] and live migration of virtual elements [16].

The system is composed of three main modules. Thgllocated memory and network utilization of physical ma-

first module is the Statistic Collector (SC), which intemsact chines ar_1d V|rtua_LI _elements. we can adjust the sampling
. A : N L frequencies, avoiding that well defined events synchro-
with |i bvirt, retrieves the monitoring statistics of

; : 2 - . nizes with times of inactivity in SC retrieval process. The
each physical machine, and stores this information in . . . . )

: . sampling frequency is correlated with the reaction time
a database. The second module is the Profile Analyzerf the svstem
(PA), which uses the information collected and stored” 4 '
by the Statistic Collector to extract knowledge from the
virtualization platforms. This knowledge comprises uti-
lization profiles of virtual elements, offered profiles (PPs
of physical machines, system charge, and the mapping «
virtual elements in physical elements. The third module is
the Orchestrator (OC) that uses the knowledge acquire
by the Profile Analyzer to manage physical and virtual
machines. It controls the amount of resources that ar
offered to each virtual machine and organizes virtua

element migrations to balance the resource distribution.

o
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A. VOLTAIC Architecture

The system uses a management model in which a
physical machine (PM) configured with a VOLTAIC Figure 2. Probability density function (PDF) for a virtualanhine
module manages a given set of physical machines, as executing RIPv2 protocol.
seen in Fig. 1. VOLTAIC manages this set of machines,
controls the offered resources, and dynamically migrates ]
virtual elements, avoiding resource saturation. If a sefs- The Profile Analyzer Module
of PMs is inside a single administrative domain, it is The Profile Analyzer (PA) module processes infor-
possible to enable interaction among them, with resourcmation acquired by the Statistic Collector. The analy-
announcements and requisitions. Hence, we extend thgs involves the collection of information regarding the
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mapping of virtual elements into each physical elementmanagement. The decision is based on the execution
and the generation of time series, which reflects thef charge and resource control algorithms. The charge
relationship between resource consumption and timecontrol algorithm examines the variability of the charge
VOLTAIC generates profiles based on cumulative distri-of physical systems and detects bottlenecks in resource
bution functions (CDFs) and probability density functionsoffering that generates losses. If the average load of the
(PDFs). These profiles represent the consumption pattetast samples extrapolates a given security threshold, the
of each virtual machine. We observe in Fig. 2an exampléoad control algorithm begins the reallocation procedures
extracted from virtual machines executing RIPv2 routingThe resource control algorithm allows the system to
protocol. The profiles represent how the virtual machinegstimate future resource consumptions and decides the
use processor resources in time. best allocation for each virtual element.

These functions allow the estimation of future resource 1) Resource Allocation AlgorithmsThe load control
demands of each machine and allows the estimation of algorithm monitors the load of physical systems and
given element be served in a given physical machine. Fadetect if a given physical machine sustained an average
instance, given a probability distribution of the pastwacti load that exceeds a security threshold for a predefined
ities of the virtual machines, its possible to estimate the¢ime period. If this happens, migration algorithms are
amount of resources that will be used in near future.Thisriggered. In the implementation and in the simulation,
kind of analysis is based on Sandpiper [10]. Besideshis period comprises the last five system charge measure-
the utilization profile, physical machines also possessnents. The security limit was defined @80. This design
an offered profile (OP), which represents the profile ofchoice was made because the valu6.86 minimizes the
availability of resources. This profile is then processechumber of migrations whilst at the same time the system
when there is a need to select the proper physical machirie sensible enough to react to system load variations.
to serve a given virtual machine that needs to be migrated/alues higher thai®.8 makes the system less reactive to
resource utilization variation and thus migrations occur
too late and the amount of wasted resources increases.
Values lower than the defined value keeps the system
working but makes the system hard to converge because
it induces more migrations than needed to assure good
performance. This limit can assume values in interval
[0, 1], which is the range of values that can be assumed by
the system load. The critical machine selection algorithm
sorts physical machines as a function of their system
loads and the amount of critical virtual machines on each
physical machine.

Syst em Char ge

Menor y ( GB) Processor

Figure 3. System charge associated with processor and memol
utilization.

N
o
o

Based on the profiles and time series, the Profile
Analyzer generates a metric defined as system charg
This metric is generated according to Carvaléb al.
and represents a nebulous conjunction among syste
variables, such as processor utilization, memory and ne 60
work utilization [11]. We can see in Fig. 3 a graphical i zation (E%ozo
representation of how system charge value varies fo
different memory and processor utilization values.

Therefore, system managers can model which parame-
ters are the most important in the system charge and how
the variation of parameters influences the decision makgsigure 4. Evolution of time profiles for a workload with lowrcelation.
ing scheme. Through this metric and its time variation,
the system detects physical machines that are close to Critical virtual machines are those allocated on satu-
saturation. By detecting this risk, VOLTAIC pro-actively rated physical systems and that are responsible for an
eliminates the problem through dynamic reallocation ofamount of the system load that is higher than a pre-

Frequency
=
o
o

20

Time (steps)

virtual elements. determined limit and which profile variations in time
demonstrate low correlation. The profile variation in time
D. The Orchestrator Module is a reflex of the probability that the virtual machine

The Orchestrator is the main module of VOLTAIC. possesses a predictable behavior. If a virtual machine
It is responsible for decision making and for machineshows high correlation among consecutive profiles, this
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Figure 5. Evolution of time profiles for a workload with high
correlation.

input : SysChargeList[ |, V Limit
output: PmMigrationCandidates
PmMigrationCandidates = [ |;
for PM € SysChargeList do
VirtualCritical Number = 0,
for VM € PM do
critic = eriticality(V M,V Limit);
if critic[0] == T'rue then
VirtualCritical Number+ = 1;
end
end
Info= (MF,VirtualCritical Number) result =
PmMigrationCandidates.append(Info);
end
sort ByCritical VM s(result),

Figure 6. Selection of critical physical machines.

indicates that this virtual machine has higher chance

value which indicates if this value violates the establishe

threshold. In Fig. 4, we observe an example of how a
virtual machine profile varies in time. In this example, the
correlation among profiles is low. In Fig. 5 we observe
a virtual machine in which the correlation of subsequent
profiles is very high.

ThesortByCritical V\Ms() function groups phys-
ical machines with similar charge values and sort this
groups in function of the number of critical virtual
machines in each of them. Therefore, the first returned
elements represent machines with higher charge and more
critical virtual machines.

After this procedure, VOLTAIC executes the virtual
machine migration selection algorithm. This algorithm,
seen in Fig. 7, iterates over physical machine candidates.
For each candidate, the algorithm observes if the recent
consumption profile and its correlation between the profile
and the offered profile (OP) of physical machines, sorted
from lower to higher charge. The adopted correlation
method is the Pearson correlation, which is obtained
by dividing the covariance by the product of standard
deviation of two variables. If the profile is correlated and
the average consumption of the virtual machine is smaller
than the one offered by the physical machine, the virtual
machine is migrated. Otherwise, the next virtual machine
is analyzed.

input : PmMigrationCandidates| |, Plimit, Viimit
output: VmMigrationCandidates] |
VmMigrationCandidates = [ ];
for PM € PmsMigrationCandidates do
it PM.charge > Plimit then
for VM € PM do
distribution = get Dist(VM),
if criticality(V M, Viimit)[0] == True
then

info= (distribution, VM, PM);
VmMigrationCandidates.append(in fo);
end

of behaving in the same way in near future. Otherwise
the machine shows unstable behavior and the propos¢
algorithm aims to allocate it in another physical machine d
to avoid the disturbance of well-behaved machines the e

. - end
share the same physical resources. The algorithm can | end
seen in F'_g' 6. In the algorlthm,_ the im t |.nput means VmMigrationCandidates.sort(reverse = True),
the established threshold for virtual machines. There, the
criticality() function evaluates the contribution of
the virtual machine in the total load of the physical
machine which hosts it and the profile variability of the
virtual machine. Criticality is defined as

Figure 7. Selection of migration candidates.

IV. I MPLEMENTATION AND SIMULATION

criticidade = « - [ v.charge | + (1 —a) - [1 — abs(p) ] VOLTAIC is implemented in Python and usegthon-

(2) libvirt for virtualization platform communication. The
and establishes a relation of the impact of the virtuaimplementation is based on multi-thread programming,
machine in the physical machine and the correlation ofvhere threads are responsible for monitoring each ma-
adjacent profiles of the same machine (represented.as chine. The monitoring stores information in a database.
The machine profile is stored as a sliding window ofThe Profile Analyzer uses this information to generate
fixed length. In our experiments, was set a$.5, which  usage profiles and the system charge.
means that the equal weight is given to both charge and In order to test a broad range of parameters and
correlation. After the evaluation of criticality, the fuman  perform migration tests in larger scale, we also developed
returns a tuple with the criticality value and a booleana discrete event simulator for virtual environments. The
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Figure 8. Processing variation as function of time. Figure 10. System charge variation.

simulator is developed in python and allows the configuB- Virtual Machines

ration of physical and virtual machines. The simulator ~ Virtual machine entities inherit characteristics from
offers creation, destruction, migration, and event scheduphysical machine entities, but there is no implementation
ing primitives. Each execution step represents a unit off the virtualization platform. We define processor, mem-
simulation time. The main classes of the simulator arery, and network thresholds. Besides, the virtual machine
detailed below. entity allows the utilization of customized profiles for
The simulator was developed according to object ori€ach resource, enabling the injection of real resource con-
ented modeling paradigm. The simplified class diagransumption patterns in the simulator to see the VOLTAIC
cam be seen in Fig. 9. In the diagram, we see théeaction to it. We can also opt for distribution functions
main entities of the model. The simulator is the mainto generate machine profiles. In this manner, given that
entity. It is responsible for storing processing simulatio the developer possesses knowledge of the types of virtual
steps. We can configure the number of steps, log thenachines that will be deployed in real scenarios, it is
information of each step, configure each physical andpossible to simulate access patterns even without the
virtual machine, and so on. Besides, we can program eveg¥istence of real profiles.
triggers to execute methods related with the operation of
the simulator. The simulator stores algorithm objects an€. VOLTAIC and the Simulation Manager
physical machine objects. Algorithm objects repr_esen_t all |, simulation, VOLTAIC possesses its own entity, ca-
the algorithms that can be used to manage virtualizedape of interacting with physical and virtual machines.
environments. Physical machine objects represent reglo| Ta|C allows the execution of the monitoring tasks,
physical machines and store virtual machine objectSyigration algorithms, and migration candidate selection
Finally, the virtual machine entity represents a virtualy|gorithms. This interaction is accomplished through the
machine which executes in the system and its resourcgmyation manager. The simulation manager coordinates
consumption pattern. all simulation activities. We can define the number of
simulation rounds and the number of steps for each round.
The simulation manager also helps the system to perform
migrations, by invoking sending and reception methods
The physical machines entities are similar to rean each physical machine. At the end of the execution,
machines. We define the maximum processor capacityV€ can generate a log of all operations and procedures
memory, and network resources that are offered on eadhat were taken during the simulation.
simulation step and also we associate virtual machines
to physical machines. The implementation also simulates V. RESULTS
a generic virtualization platform, which allows the uti- The implementation and simulation results were ob-
lization of virtualization primitives (creation, desttian, tained in two identical physical machines (PM1 and
and migration), and also the implementation of differentPM2), connected by Intel 82599EB 10 Gbps cards
resource schedulers. The simulator user adds costs through an optic fiber. The servers have two Intel Xeon
perform the primitives and schedule tasks. X5570 processors, with a total of 16 physical cores and
The implemented processor scheduler makes a fag@4 GB of DDR3 1066 MHz memory. The virtualization
resource distribution among virtual machines (proporplatform that was used was KVM and tHe bvi rt
tional division). For instance, if the physical machineyonl version was 0.9.6.
provides 100 processing units per step and two machines The test methodology follows the evolution of
try to use 100 units each, each machine receives onlyOLTAIC system, with the intention to demonstrate the
50 processing units and the simulator stores that virtuatalidity of each step of the development of the proposal.
machines lost resources in this interaction. In this casdpitially, we perform tests that demonstrate the proper
each machine achieved a loss of 50 processing units. working of the proposal when it is implemented in a small
real environment. The parameters generated in this small
1The simulator is available for download and can be found in'€@l €nvironment is then used to calibrate the simulator.
http://www.gta.ufrj.br/"hugo/virtsim/. We capture real utilization profiles from this scenario. The

A. Physical Machines
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Simulator

-numberOfSteps : int
-currentStep : int
-physicalMachines : dict
-algorithms : dict
-triggeredEvents : dict
-triggeredEventsParameters : dict
-log : dict

-profileStore : dict

-machinelnfo : dict
0..* |-resourcelnfo : dict

+addTriggeredEvent()
+removeTriggeredEvent()
+modifyTriggeredEvent()
+executeTriggeredEvent()
+stopTriggeredEvent()
+addPhysicalMachine()

PhysicalMachine

Algorithm
-id @ int

Has

-virtualMachines : dict
-numberOfVirtualMachines : dict

+addVirtualMachine()
+modifyVirtualMachine()
+removeVirtualMachine()
+calculateCurrentProcessor()
+calculateCurrentMemory()
+updateVminfo()

VirtualMachine
-processorProfile : dict

+logResourceUsage()
+getSystemCharge()
+getSystemVolume()

o

Machine
-id :int
-numberOfCores : int
-maxProcessorUsage : int
-memory : int
-maxMemory : int

Has

L

-memoryProfile : dict
-networkProfile : dict

-currentProfile : dict
-processorLog : dict
-memorylog : dict

+removePhysicalMachine()
+modifyPhysicalMachine()
+migrateVirtualMachine()
+processStep()
+runSimulation()
+stopSimulation()
+generatelog()

D -currentState : string

+turnOnMachine()
+shutdownMachine()

-processorlLog : dict
-memoryLog : dict
-networkLog : dict
-currentState : dict
-statelog : dict

Figure 9. Simplified class diagram of the proposed simulator

. . . .. . 1.0 PML ‘ " PM2 Charge ‘
simulator is then fed with the real scenario information, & o8 warge ! ~ ]
sup_h as the e;timated migration time and tk_le resourc: £ o \ { ove sl at ed |
utilization profiles. Next, we test the behavior of the E o4l i s Cnarge |
simulator when it is subjected to real profiles. We observe 3 O' , a SE S mul at ed

. . . > = 4
that the simulator shows a behavior that is equal to @ ™ Char ge
the real system implementation. After that, we simulate 0% 20 Ti‘r‘rg s 60 80

environments with higher number of virtual and physical
machines, to evaluate the performance of the system and
the resource allocation schemes in broader scenarios.

In the first implementation test, we created two virtual
machines. Each virtual machine receives processing tasksilization profile from Fig. 8 and the physical machines
and uses up to 16 of the available cores. If the physicatonfigurations were reproduced in the simulator and we
machine cannot provide enough processing, virtual maebserved the system charge variation. Results show that
chines suffer from utilization capability reduction until for the same real charge, the simulator shows the same
there are enough resources available. behavior in processor variation and in system charge

In Fig. 8, we observe the processor utilization ofvariation, as seen in Fig. 11. The simulation steps were
two virtual machines (VM1 and VM2) during time. associz_ited to the time in seconds of the real system
The processing scale represents the total utilization gfxecution.
processor resources, which varies from zerd €00%, 75

Figure 11. Equivalence between simulation and implemiemtat

which represents the full utilization of all the 16 availabl

cores. Initially the two virtual machines are allocated in < ©° sandPi per T
physical machine 1. We can see that in the insta@d 3 45t No Al gorithm 7
seconds VM1 receives an intensive processing task, whic & .. |
elevates its processor utilization frod§ to 1.000%. In -

this situation, the physical machine is totally saturatec 8 15 VALTAI C ]
and even a small positive variation of processor usage cz = =5 35 o £5 50
generate performance losses. VOLTAIC detects the aug Virtual Elenents

ment in the processor demand and opts for automatically
migrate VM1, which is the virtual machine that shows Figure 12.
higher probability of saturating PM1 to PM2, to fairly
distribute the charge among physical machines, as seen inTo demonstrate VOLTAIC, the simulator was loaded
Fig. 10. Therefore, VOLTAIC relocates virtual machinesyith virtual machines with processor utilization profiles
according to the physical machines that can provide thenat follows a normalized distribution centered in 200% of
resource profile which is the most compatible with eachprocessor utilization. Each virtual machine is configured
virtual machine. with 256 MB of RAM memory and this amount is fixed
To enhance the scale of tests, we developed a virtudbr all machines. In the simulations, we do not consider
environment simulator. To validate the simulator, the saméhe utilization of network interfaces. In the beginning of

Lost cycles in function of the number of virtual chimes.
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300

* Finally, we defineCiotai10s¢ @s the total number of
fulfilled cycles divided by the total number of cycles that
were requested, as seen in Eq. 6.

200
SandPi per

100 = ste.
Ctotallost = 07 * Z Closf (6)
totalreq step—1
After the simulation, we develop a statistical analysis
No Al gorithm of data and compare the amount of lost resources in
VOLTAIC, SandPiper, and without autonomic migration
%40 50 60 70 80 90 algorithms.
Sinul ation Steps The results seen in Fig. 12 show the amount of pro-
cessing cycles that were lost in function of the number
Figure 13. CPU utilization in details. VOLTAIC OutperforrandPiper of virtual machines allocated in the physical machines.
and the execution with no algorithms in the CPU provision. The value of lost cycles is derived from the application
of Eq. 6 in all tested conditions. These results were
obtained in the execution of five rounds of 100 simulation
each simulation round the initial allocation of each vittua steps and we simulated 10 physical machines. The results
machine is modified and we verify the amount of lostshow that VOLTAIC reduces the amount of lost cycles in
processing cycles in the system. The lost cycles are relatetlore than 10%. We can observe that until the number of
to simulation steps in which resource demand is highevirtual machines reaches 35, the proposal presents better
than the current configuration of the system can provideresults than SandPiper. This occurs mainly because the
The lost cycles can be defined as a function of the amoungelection criterion of critical machines takes into acdoun
of cycles required by virtual machines and the amount ofhe correlation of the virtual machine profiles and the
cycles that each physical machine can provide. The totalriticality of virtual machines.

Processor Wilization (%

required cycles of the virtual machines is defined as As the number of virtual machines increases, the
physical machines became more saturated and eventually

n n - all of them are classified as critical. If this happens,

Crotatreq = Z Z procym (3)  the priority heuristic that chooses less stable machines

step=1vm=1

and searches for adequate reception profiles became an

whereprocsieP represents the amount of processor cycIe%Igorlthm tnat r’c]akgs Ilnto a(r:](_:ount only the system charge,
required by the virtual machinen in stepstep. We sum ecause all physical machines present saturation symp-

all the required cycles of each virtual machine in eacHoms and critical machines. Even in these conditions, the
simulation round and then calcula®orire,. In order to system reduces the lost cyclgs in 10% when compared to
define the amount of lost cycles on each simulation ste|[},he res_ults that use no algorlthms_. ,

we defineA;ﬁgP that represents the difference between the In Fig. 13, we verify the analysis of a random virtual

resource demand and the resource capability of physic%@acmne in .foneh of the execution roun_ds of the tests(.j
machinepm in stepstep. The formal definition ofA can € can verily the processor consumption attempt, an

: . ) the processor consumption offered by VOLTAIC, Sand-
be seen in Eg. 4. If the number of required cyc; . pm Pi eF; and in the abser?ce of reallocat)i/on algorithms. Our
is greater than the available resourdes;” , Ais per, X 9 :
positive. Positive values of delta meanffteﬁéptmthere Weré)ropo_sal, as time evolves, learns the behavior o_f virtual
lost cycles. If A is equal to zero, then all the required machmes _and selects a better placement for it, After

58 simulation steps, VOLTAIC found out the physical

resources fit exactly on the physical machine capability; . . . .
. ) y 1€ physice P .“machine that better suits the virtual machine and ensure
If A is negative, the physical machine was able to fulfill . .
proper resource allocation for it.

the cycle demand.

VI. CONCLUSION
t t st . . .. ..
Aol = Ryl om — Bof fer pm (4) Quality of Service and elasticity provision are great
N challenges for cloud computing. Efficient resource allo-
We also defin€, ;" as the number of cycles that were catjon is fundamental for scalability of this computation

lost in stepstep, as seen in Eq. 5. In this egl;jfptﬂg’sitghere model. We propose VOLTAIC that is an efficient system

were lost cyclesA;ﬁgp is positive and ther>>——*=— to dynamically reallocate virtual elements in physical
is equal to the amount of lost cyclesAf;ﬁELP is less than machines. VOLTAIC analyzes utilization profiles and,

or equal to zero, theﬁw is equal to 0 and there based on usage corre_lations, reduces the amount of Wa§ted
is No contribution to the n2umber of lost cycles. processor gycles during normal and saturated scenarios.
This reduction can be achieved through automated virtual
™ Aster 4 |Aster machine migration. o _ _ o
Clsot:f - Z —pm | [Tpm | (5) The proposed heuristics predict saturation situations
pm=1 2 and trigger the migration algorithms. The algorithms
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detect and select the physical machines that are closgt3] Z. Gong, X. Gu, and J. Wilkes, “PRESS: Predictive etasti
to saturation and find the best candidates for machine resource scaling for cloud systems,” Wetwork and Ser-

migration. Results show that the proposed migration

vice Management (CNSM), 2010 International Conference
on. IEEE, 2010, pp. 9-16.

algonth-ms reduce. in up to 10% the amount of waste 14] T. Hirofuchi, H. Nakada, S. Itoh, and S. Sekiguchi, “En-
cycles in the offering of processor resources. Therefore, ~ apling instantaneous relocation of virtual machines with a
the results show that the proposal performs well for the  lightweight vmm extension,” irCluster, Cloud and Grid
analyzed data center scenarios, maximizing the amount Computing (CCGrid), 2010 10th IEEE/ACM International

of instantiated virtual machines, ensuring the fulfillment
of services, avoiding resource waste, and enhancing thée

profit of providers.

Conference on IEEE, 2010, pp. 73-83.
15] I. Houidi, W. Louati, Zeghlachegt al, “Adaptive virtual
network provisioning,” inProc. of the 2nd ACM SIG-
COMM workshop on Virtualized infrastructure systems

Besides the dynamic allocation proposal, this article and architectures ACM, 2010, pp. 41-48. _
brings as a contribution an implementation of a virtuall1é] C. Clark, K. Fraser, S. Hand, Hanseet, al, “Live mi-

environment simulator. This simulator allows the instan-
tiation of virtual elements and virtualization platforms.

gration of virtual machines,” ifn Proceedings of the 2nd
conference on NSDI USENIX Association, 2005, pp.
273-286.

The profile of the virtual elements can be loaded from

real traces. Finally, the simulator is extensible and alow

the development of new schedulers and virtualization
proposals. As a future work, we intend to extend thedugo E.T. Carvalhois currently a M.Sc. student at the Electric

simulator and to implement new heuristics to dynamicall))é

allocate resources in cloud computing environments.
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