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Abstract
Following the withdrawal of the filtering track from the latest TREC conferences, there is a niche for new evaluation standards. Towards

this end, we suggest, based on variations of TREC’s routing subtask, two new evaluation methodologies. The first can be used for
evaluating single, multi-topic profiles and the second for testing the ability of a multi-topic profile to adapt to both modest variations and

radical drifts in user interests.

1. Introduction

Information Filtering (IF) systems seek to provide a
user with relevant information based on a tailored repre-
sentation of the user’s interests, a user profile. The user
interests are considered to be long-term. Consequently, a
user may be interested in more than one topic in parallel.
Also, changes in user interests are inevitable and can be
both modest and radical. In addition to fluctuations in the
level of interest in certain topics, new topics may emerge
and interest in existing topics may be lost. Ideally, a user
profile should be able to represent multiple topics of in-
terest and their interrelations and to adapt to a variety of
changes in them over time.

But typically, IF research inherits profile representa-
tions that ignore term dependencies from Information Re-
trieval (IR) and Text Categorisation (TC). This kind of
profile can only effectively represent one topic of inter-
est. Several single-topic profiles are required to represent
a user’s multiple interests. Each profile is usually adapted
separately using learning algorithms that assume a steady
change of interests.

The filtering track of the Text REtrieval Conference
(TREC), the most serious attempt to standardise the evalua-
tion of IF systems, reflects these practices. It only considers
the evaluation of single-topic profiles and does not test the
ability of IF systems to adapt to radical changes in a user’s
interests. Furthermore, according to TREC, IF focuses only
on dynamic information sources. This is a limiting view of
IF that implies assumptions which complicate the evalua-
tion task unnecessarily.

Our research has focused on the development of an
adaptive document filtering system that we call Nootropia®.
With Nootropia, we achieved adaptive, multi-topic IF with
a single user profile. TREC’s methodology is not adequate
for evaluating this innovative approach to IF. For that pur-
pose, we present in this paper two alternative evaluation
methodologies based on variants of TREC’s routing sub-
task. The first can be used for evaluating single, multi-topic

1Greek word for: “an individual’s or a group’s particular way
of thinking, someone’s characteristics of intellect and perception”

profiles and the second for the evaluation of a multi-topic
profile’s ability to adapt to both modest and radical inter-
est changes. Following the withdrawal of the filtering track
from the last two TREC conferences (TREC-12 and TREC-
13) and the resulting niche in evaluation standards for IF,
this is a first step towards a new standard that may accom-
modate further development in the field.

2. Current |F Practices

Traditionally, IF systems inherit profile representations
that ignore term dependencies from research in Informa-
tion Retrieval (IR) and Text Categorisation (TC). These
include the dominant vector space model (Salton and
McGill, 1983), probabilistic IR models (Robertson and
Sparck Jones, 1976), and linear classifiers like naive Bayes,
decision trees, nearest-neighbour classification and oth-
ers (Sebastiani, 2002). Even in the case of connection-
ist approaches to IR, like neural networks (Wilkinson and
Hingston, 1991) and semantic networks (Crestani, 1997),
links between terms are ignored. Such linear representa-
tions can only effectively estimate the relevance of a docu-
ment to a single topic of interest.

To represent multiple interests, IF systems need to
maintain several single-topic profiles. A separate profile
is usually built for each topic of interest based on docu-
ments that the user has pre-classified according to these
topics (Amati et al., 1997). Alternatively, online cluster-
ing algorithms can be employed to incrementally identify
document classes (Lang, 1995). Finally, evolutionary ap-
proaches maintain a population of linear profiles that col-
lectively represent the user interests (Moukas and Maes,
1998).

Based on user feedback, each profile is typically
adapted separately using linear learning algorithms like
Rocchio’s (Rocchio, 1971). These assume a steady
change of interests, reflected by a constant learning
coefficient (Schapire et al., 1998). Dual profiles with sepa-
rate learning coefficients have also been suggested (Billsus
and Pazzani, 1999). Genetic algorithms are used in the case
of evolutionary IF systemss (Moukas and Maes, 1998).
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These practices are not well suited to a user’s multi-
ple and changing interest. Users are required to main-
tain several profiles. The topics of interest are assumed
to be independent. Neither their relative importance nor
their topic-subtopic relations are represented. Practically,
they imply a large number of parameters (e.g. learning
coefficients, number of profile terms and relative impor-
tance weights) that require optimization, which may have
to be performed separately for each individual user. A more
user friendly and efficient solution can be pursued through
a profile that can effectively represent a user’s multiple in-
terests and adapt to a variety of changes in them.

3. TheTREC Filtering Track

TREC'’s filtering track reflects the above IF practices.
It is only concerned with the evaluation of single-topic
profiles. Furthermore, it only tests the ability of systems
to adapt to modest and loosely controlled changes in the
content of documents about a specific topic.

Since its start in 1992 the annual TREC conference aims
to provide a standard infrastructure for the large-scale eval-
uation of IR systems. Its filtering track tackles the evalua-
tion of IF systems based, since 2001, on the Reuters Corpus
Volume 1 (RCV1), an archive of 806,791 English language
news stories?. The stories have been manually categorised
according to topic, region, and industry sector (Rose et al.,
2002; Lewis et al., 2003). The TREC-10 filtering track is
based on 84 out of 103 RCV1 topic categories. Further-
more, it divides RCV1 into 23,864 training stories and a
test set comprising the rest of the stories. A recognised
drawback of this split has been the large number of test doc-
uments per topic, which does not reflect a realistic IF prob-
lem (Robertson and Soboroff, 2001). TREC-11, the last
TREC that included the filtering track, uses a different set
of 100 topics. Fifty of them were constructed using asses-
sors judgments on documents retrieved for a specific topic
definition, by multiple retrieval and classification systems.
The remaining fifty topics were constructed as intersections
of pairs of RCV1 topics. This was a cost-effective way of
constructing test topics out of a collection’s categories. In
both cases, the topics correspond to a smaller number of
test documents than RCV1 topic categories (Soboroff and
Robertson, 2003).

The filtering track is further divided into three subtasks:
routing, batch filtering and adaptive filtering. For all sub-
tasks, a separate, single-topic profile is built for each topic.
For the routing and batch filtering subtasks, the complete
training set is available for profile initialisation. In con-
trast, only two (TREC-10), or three (TREC-11) training
documents per topic are allowed in the case of the adaptive
filtering subtask. Finally, all three subtasks allow the use
of any non-relevance related information from the training
set.

Constructed profiles are tested against the complete test
set. The output of the routing task is a ranked list of the
1000 best scoring documents. Systems are evaluated by
calculating the Average Uninterpolated Precision (AUP) of

2http://about.reuters.com/researchandstandards/
corpus/index.asp

Figure 1: Hierarchical profile representing two overlapping
topics of interest.

this list. The AUP is defined as the sum of the precision
value at each point in the list where a relevant document ap-
pears, divided by the total number of relevant documents.
In the adaptive and batch filtering tasks, on the other hand,
systems have to evaluate test documents in their chrono-
logical order and select a subset of them. This implies the
use of thresholding for making the binary decision between
selecting or discarding each document. Systems are eval-
uated by calculating the Utility and F-beta measure of the
unordered output set.

While for the batch filtering subtask the initial profile
and threshold remain constant, the adaptive filtering sub-
task tests the ability of systems to learn a topic online and
to adapt to changes in the content of the topic’s test docu-
ments. Each selected document is immediately judged for
relevance, and this information can be used by the system
to adaptively update the filtering profile and/or adjust the
threshold®.

IF is viewed as a specialisation of IR or TC, that focuses
on dynamic information sources, where the value of docu-
ments decays rapidly with time. It is assumed that a poten-
tially relevant document has to be presented immediately to
the user and that this is the only available information for
profile adaptation (Robertson and Soboroff, 2001; Robert-
son and Soboroff, 2002). Hence, a system’s performance
depends a lot on threshold setting and calibration.

But while thresholding complicates the evaluation task,
itis notan intrinsic part of IF. Dynamic information sources
are only one of the possible application domains of IF. A
user profile can be used for content-based evaluation of
documents obtained from a variety of information sources
(e.g. email). Furthermore, nothing prohibits the user from
providing feedback to a document different to those pre-
sented by the IF system.

4. Adaptive Multi-Topic I F with Nootropia

In Nootropia, we use a hierarchical term network to rep-
resent a user’s multiple topics of interest. This user profile
is synthesised in three steps, based on a set of documents
about various topics, that the user has specified as inter-
esting. Initially term weighting is applied to identify the
most informative terms in the documents. Using a slid-
ing window, we then identify correlations between terms
and finally, we order profile terms according to decreasing
weight to identify topic-subtopic relations between them.
This process generates a term network that formulates a

3For more details on TREC see: http://trec.nist.gov
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separate hierarchy for each general topic discussed in the
documents (Nanas et al., 2003; Nanas et al., 2004a). Fig-
ure 1 depicts a generalised hierarchical profile constructed
from a set of documents about two overlapping topics.

Document evaluation is then formulated as a spreading
activation model. To evaluate a document, an initial en-
ergy is deposited with those profile terms that also appear in
the document. It is then disseminated from activated terms
lower in the hierarchy towards activated terms further up.
This establishes non-linear document evaluation that takes
into account the term dependencies and topic-subtopic re-
lations that the hierarchy represents (Nanas et al., 2004a).

Profile adaptation is achieved in Nootropia through a
process of self-organisation, comprising five interrelated
steps. Term weighting is applied to extract informative
terms from feedback documents. The weight of existing
profile terms and links is updated, incompetent terms (and
their links) are removed and new terms and links are added.
The process allows Nootropia to adjust structurally to both
modest and radical changes in the user interests. A new hi-
erarchy may develop to account for an emerging topic of in-
terest and existing hierarchies that correspond to no longer
interesting topics disintegrate and are eventually purged
from the profile (Nanas et al., 2004b).

In contrast to current practices, with Nootropia, we can
perform adaptive, multi-topic document filtering with a
single-user profile. No standard methodology exists for the
evaluation of this innovative approach. For that purpose,
we used two variations of TREC’s routing subtask.

5. Evaluating Multi-Topic | F Systems

To evaluate Nootropia on a multi-topic filtering prob-
lem, we experimented with profiles trained on combina-
tions of two and three RCV1 topics. Of course, a very large
number of combinations is possible. Our experiments in-
volved six two-topic and six three-topic combinations com-
prising topics of varied topical proximity and collection
statistics. For most combinations we have deliberately cho-
sen topics with a small number of test documents.

A single profile was built for each one of these combina-
tions. The training set comprised only the first 30 training
documents corresponding to each topic in a combination.
This amount was considered a reasonable approximation of
the number of documents that a user might actually provide
for profile initialisation.

Each profile was tested against the test set and evalu-
ated on the basis of an ordered list of the best 3000 scoring
documents, using the AUP measure. A separate AUP score
was computed for each topic in a combination. We have
increased the number of evaluated documents from 1000
(according to TREC) to 3000 for two reasons. Firstly, as
an additional remedy to the large number of test documents
per RCV1 topic. Secondly, the best 1000 documents can
be easily dominated by the topic with the largest number of
test documents, or with the strongest profile representation.

Using this methodology we conducted a series of com-
parative experiments between Nootropia and a traditional
vector space profile representation, which produced posi-
tive results (Nanas et al., 2004a). The methodology can in
general be applied for evaluating the initial performance of

a multi-topic IF system. Satisfactory initial performance is
necessary for engaging the user’s further involvement.

6. Evaluating Adaptation to a Variety of
Interest Changes

To evaluate Nootropia’s ability to adapt to a variety of
interest changes, we synthesised virtual users and simulated
changes in their interests using combinations of RCV1
topics. The methodology is based on a further variant
of TREC’s routing subtask. We assume that changes in
user’s interests are reflected by variations in the distribu-
tion of feedback documents about various topics and that
user feedback is not constrained to already filtered docu-
ments.

A virtual user’s current interests can be defined as
a combination T'1/72/T3 of RCV1 topics (Widyantoro
et al., 2000). A radical change of interest may then be
simulated by removing or adding a topic to this combina-
tion. For example, if the user in no longer interested in topic
T3, then we may formulate this change as 71/72/T3 —
T1/T2.

In this way, we have defined four learning tasks.
T1/T2: the user is interested in two topics in parallel.
T1/T2 — T1/T2/T3: a new topic of interest (1'3)
emerges. T1/T2/T3 — T1/T2: interest in topic T'3
is lost. T1/T2/T3 — T1/T2/-T3: the user explic-
itly specifies through negative feedback that topic 7°3 is no
longer interesting (denoted with “—"). The first of the tasks
does not simulate a radical change of interest.

Each topic combination in a task corresponds to a train-
ing phase, a period during which the topics of interest re-
main the same. During a training phase, a profile is trained
online using a set of documents comprising the first 30
training documents per topic in the combination. This was
done to enable a common experimental setting for all top-
ics, including those with a small number of training doc-
uments. It implies however, that training documents are
reused in both training phases of a task. Although this prac-
tice is not realistic, nevertheless, it is not statistically in-
correct. Documents corresponding to a negated topic =7'3
have been used as negative feedback. The training doc-
uments have been ordered according to publication date.
Hence, the training set is not homogeneous, but rather re-
flects temporal variations in the publication date of docu-
ments about each topic. It reflects in that sense fast, but
modest, fluctuations in the virtual user’s interests.

To evaluate a profile, it is tested periodically during the
last training phase in each task. In other words, after a rad-
ical change of interest has occurred. Every five training
documents the profile is used to filter the complete test set.
It is then evaluated on the basis of an ordered list of the
best 3000 scoring documents, using the AUP measure. A
separate AUP score was calculated for each topic.

Using this methodology we have performed a series of
experiments with specific task formulations that reuse the
topic combinations of the experiments described in the pre-
vious section. The results indicate Nootropia’s ability to
adapt to both modest variations and radical changes in a
virtual user’s interests (Nanas et al., 2004b).
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The methodology casts the evaluation of adaptive IF
systems as a routing task. It ignores the need for thresh-
olding and concentrates instead on the ability of a single
profile to evaluate documents according to user’s multiple
interests and to adapt to a variety of changes in them. This
simplifies the evaluation task significantly. Systems return
a ranked list of documents and can be evaluated using pre-
cision, recall and related measures, like AUP. Still, a com-
bination of modest and radical changes of interest can be
simulated in a controlled and easy to reproduce fashion.

7. Summary and Further Work

The filtering track has been removed from the last two
TREC conferences. There is clearly space for improvement
in the way IF systems are being evaluated. Towards this
end we have questioned the basic assumptions underlying
TREC’s methodology. TREC concentrates on the applica-
tion of IF to dynamical information sources. This implies
the use of thresholding which complicates the evaluation
task unnecessarily. Furthermore, and in accordance with
traditional IF practices, TREC concentrates on the evalua-
tion of single-topic profiles and of their ability to adapt to
modest variations in content. But in IF, a user may be inter-
ested in more than one topic in parallel and radical interest
changes are possible.

With our experimental IF system, Nootropia, we have
shown that multi-topic document filtering and profile adap-
tation to a variety of interest changes, can be achieved with
a single user profile. No standard methodology exists for
the evaluation of this innovative approach. For that pur-
pose we used two variants of TREC’s routing subtask. The
first evaluates the initial performance of single, multi-topic
profiles and the second uses virtual users to test the ability
of a multi-topic profile to adapt to both modest and radical
interest changes.

The methodology is simple and well controlled. It is a
first step towards a new evaluation standard for IF research.
Of course, this requires a broad concensus and significant
improvements. Further effort should be put in defining test
topics and combinations of them and in compiling learning
tasks. For now, it is important to stress that adaptive IF with
a single, multi-topic profile is possible. The next evaluation
standard for IF should not ignore this innovation.
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