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Abstract
The task of identifying the language in which a given document (ranging from a sentence to thousands of pages) is written has been rel-
atively well studied over several decades. Automated approaches to written language identification are used widely throughout research
and industrial contexts, over both oral and written source materials. Despite this widespread acceptance, a review of previous research
in written language identification reveals a number of questions which remain open and ripe for further investigation.

1. Introduction
As evidenced by the literature, written language identi-

fication has received less focus than spoken language iden-
tification. Numerous reasons for this have been proposed
by earlier researchers: Muthusamy and Spitz (1996, p 275)
summarised it thus:

Judging by the results, it appears that language
ID from character codes is a less hard problem
than that from speech input. This makes intuitive
sense: text does not exhibit the variability asso-
ciated with speech (e.g., speech habits, speaker
emotions, mispronunciations, dialects, channel
differences, etc.) that contributes to the problems
in speech recognition and spoken language ID.

In contrast with this apparent simplicity, the task of iden-
tifying the language in which a given document is written
has been relatively well studied over several decades. Au-
tomated approaches to language identification are now used
widely throughout research and industrial contexts. Despite
this widespread engagement, a review of previous research
in written language identification reveals a number of ques-
tions which remain open and ripe for further investigation.

In this paper we review a number of classes of methods
for enabling language identification for written language re-
sources, observing their relative strengths and weaknesses
from research published over several decades - modeled on
a similar survey by Sibun and Reynar (1996). Our motiva-
tion is to consider the remaining open questions in the area
of language identification for written language resources, a
number of which are expressed in Section 3. Finally we
draw conclusions based on the findings of our survey and
motivate future work in a variety of areas.

2. Data Resources and Tools
A variety of written language identification tools are

in circulation in the language technology community. Ar-
guably the best known is van Noord’s TextCat,1 an im-
plementation based on character n-gram sequences. Other
well known implementations include BasisTech’s Rosette
Language Identifier,2 and a number of web based language

1http://odur.let.rug.nl/ vannoord/TextCat/
2http://www.basistech.com/language-identification/

identification services such as those by Xerox3 and Ce-
glowski4. While this paper does not specifically catalogue
and review these tools, it is important to note that they are
freely available and commonly used.

On the other hand, one significant shortcoming of writ-
ten language identification research has been that there is no
common data set on which evaluations can be based. Most
of the existent research is based on relatively small ad-hoc
collections drawn from larger sources, and almost without
exception, these data sets are not made available to other
interested researchers. This is not to say that standardised
data sets are not available: multilingual corpora are com-
monplace, but they have not been specifically utilised by
researchers working on the written language identification
problem.

3. Approaches and Methods

In arguably the seminal work in the area, Gold (1967)
construed language identification as a closed class problem:
given a list of possible languages, a subject is provided with
an exemplar and in a finite period asked to classify the ex-
emplar. The experiments were constrained by all languages
having a common orthographic representation, and facili-
tated both by a generation mechanism (randomised selec-
tion of strings from a given text) and an informant mech-
anism (a given string is nominated as being from a given
language).

Subsequent work was dominated by the use of var-
ious feature-based models. Cavnar and Trenkle (1994)
generated task specific statistical models of character co-
occurrence; Dunning (1994) used Bayesian models for
character sequence prediction. Darnashek (1995) applied
models based on dot products of frequency vectors of words
in a corpus. Souter et al. (1994) also derived task specific
and corpus specific models, but demonstrated considerable
performance in open domains. More recently, McNamee
and Mayfield (2004) applied character n-gram tokenisation
as the basis for language identification in cross language
text retrieval contexts.

3http://www.xrce.xerox.com/competencies/content-
analysis/tools/guesser

4http://languid.cantbedone.org
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More generally, explorations ofsimilarity based clas-
sification and categorisationhave also yielded interesting
results. Aslam and Frost (2003) demonstrate that an in-
formation theoretic measure of document similarity can
have suprisingly good performance in multilingual classi-
fication.

An interesting theme of research closely related to lan-
guage identification has been conducted in the area of op-
tical character recognition, specifically in the linguistic
classification of scanned data. Work by Sibun and Spitz
(1994) has shown that language identification can be per-
formed reliably on individual segments of scanned text doc-
uments. Abstraction of characters into approximate charac-
ter shapes has shown promising results in the OCR context
(Sibun and Reynar, 1996). Lee et al. (1998) demonstrate
that document level language classification can be achieved
reliably even without considering the character sequences
which make up a text.

Another theme of research has revolved around thede-
tection of the character encodingof a given document, and
hence deducing the language in which the document is writ-
ten. In the leading work in the area, Kikui (1996) applies
the encoding detection problem to textual resources on the
internet, and determines language of a text on this basis
across 9 languages and 11 coding systems. This method
has two obvious shortcomings: there is no 1:1 correspon-
dence between an encoding and a language, even if there
was there is no guarantee that the declared encoding actu-
ally has a strong positive correlation to the language of a
text. However, it is one of the first papers to consider web-
sourced data, a point to which we will return later.

The application ofsupport vector machinesandkernel
methodsto the language identification task has been con-
sidered relatively recently by a number of researchers. Tey-
taud and Jalam (2001) investigated kernel methods based
on n-grams derived from inverse document frequency in-
dices. Lodhi et al. (2002) propose a method using the
character sequence as opposed to words as the nexus for
kernel creation, and show promising results for discrimina-
tion between texts of different languages and for clustering
based on string kernels. More recently Kruengkrai et al.
(2005) have revisited the language identification task and
show state of the art results using string kernels with very
small amounts of training data.

More generalstatistical methodshave been tested —
Poutsma (2001) used Monte Carlo based sampling to gen-
erate large random feature models which are then used to
identify a language based on the occurrence of the features.
Elworthy (1998) demonstrated the use of confidence limits
to ensure efficient termination based on iterative evidence
acquistion, and used this approach to simplify statistical
approaches by leveraging confidence intervals prior to con-
sideration of fine grained distinctions which significantly
increase the complexity of purely statistical methods.

The use oflinguistically grounded modelshas also been
considered. Grefenstette (1995) used correlated word and
part of speech (POS) co-occurrence as the basis for deter-
mining if two given text samples were from the same, or
different languages. In a similar vein, Giguet (1995) con-
sidered tokenisation patterns across languages, and derived

a cross-language feature model for tokenisation which was
used to identify languages based on their tokenisation sim-
ilarity. Considering smaller linguistic units, Giguet (1996)
also considered error analysis from both a linguistic and
statistical perspective. Lins and Goncalves (2004) con-
sidered the use of syntactically derived closed grammati-
cal class models, matching syntactic structure rather than
words or character sequences as many previous works.

Another approach, with strong mathematical founda-
tions, was demonstrated by Beesley (1988). Drawing on
core ideas from cryptanalysis, he demonstrated the use of
letter and sequence probabilities as a method for written
language identification. Importantly too, this paper con-
tributed a typology of a number of problems we will con-
sider later, including language identification for closely re-
lated languages.

4. Work in Spoken Language Identification
With reference to spoken language, a significant amount

of research has been conducted in automatic language
identification, particularly oriented at discovering efficient
mechanisms to trigger language model or grammar switch-
ing for application instances. An overview of this research
can be found in Muthusamy and Spitz (1996). The ma-
jority of the speech-oriented research has been focused on
language detection in data streams (as opposed to discrete
documents typically used in the written language identifi-
cation tasks). A key enabler in the advances in spoken lan-
guage identification domain has been the long availability
of standardised data sets (for example the OGI Multilan-
guage Telephone Speech Corpus (Muthusamy et al., 1992)
has been available for almost 15 years) which have allowed
for the shared evaluation task model to be adopted for ad-
vancing the research agenda.

5. Outstanding Issues
Having considered this range of prior research, we turn

to the identification of open questions in the domain of
automatic language identification for written language re-
sources. We offer to the language resource creation and
evaluation community a number of areas of research which
we believe are not adequately addressed in published re-
search to date.

5.1. Supporting Minority Languages

The majority of published research is focused on lan-
guages which are spoken by large numbers of speakers, or
are well resourced in terms of written language resources,
or a combination of both. Very few published results are
available which include languages which are not in these
categories. It has often been seen elsewhere that approaches
which perform well for major languages often do not scale
to smaller ones, and the lack of experimental evidence to
date is not sufficient to conclude that language identifica-
tion for minority languages approximates the performance
demonstrated for major languages. How well therefore,
do existing techniques support language identification for
languages which form the bulk of the more than 7000 lan-
guages identified in the Ethnologue (Gordon, 2005)?
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5.2. Open Class Language Identification

Most work to date has focused on the classification of a
given document according to a pre-determined list of can-
didate languages, and hence assessed performance on how
well a given identification or classification approach han-
dles this task. A different task is to allow for open class
language identification whereby a text can be classified as
being in unspecified language(s).

5.3. Sparse or Impoverished Training Data

There is little consideration given as to the performance
of the variety of systems in environments when the amount
of gold standard data for training is small. In our context,
we define poor as being less than several thousand words of
correctly identified text - all of the previous work assumes
collections of minimally tens, and frequently hundreds of
thousands of words of gold standard data for language iden-
tification. How well do existing methods language idenfiti-
cation work when the only sample accessible is 50/100/250
words or 50/100/250 characters?

5.4. Multilingual Documents

The vast majority of research to date involves handling
written language resources in a single language. Given the
increasing prevalence of multilingual documents, we see
the need for systematic exploration of the language identifi-
cation task both at finer granularity (eg sentence, paragraph,
section) within a multilingual document and in quantitative
terms (eg a document is 3% French, 95% English and 2%
Italian).

5.5. Standard Evaluation Corpora

One of the criticisms of research in language identifica-
tion to date is that there is still, despite several decades of
research, no standard evaluation corpus on which the vari-
ety of systems developed can be reported and hence evenly
compared. Such a corpus must necessarily be multilingual,
but should also be representative of linguistic diversity. We
propose therefore that in order to effectively evaluate exist-
ing language identification systems a corpus is required on
which systems can be run and comparable results reported.

5.6. Performance Evaluation Criteria

The traditional information retrieval evaluation mod-
els dominate. While precision, recall and F-measure re-
main the metrics of choice, binarised relevance judgements
in language identification (ie it is language X or it is not
language X) are perhaps inappropriate owing to situations
such as multilingual documents or for tasks such as coarse
grained classification. We propose therefore that judge-
ments should be made on a graduated scale, allowing for
language identification to occur in a manner akin to the lin-
guistic continuum, and that binary assessments should be
compared to graduated assessments across a range of ap-
proaches and techniques to determine performance of lan-
guage identification systems. Any such annotation schema
should be to be able to handle multilingual documents more
robustly as well as being able to express the relative degree
of certainty about a given classification (not X or Y, not A
or B, possibly C or D).

5.7. Effects of Preprocessing

It is common for text classification tasks construed
within an IR paradigm to be preceded by activities such
as stemming, stop word removal, case folding, and other
kinds of normalisation. While most language identification
research has not to date demonstrated this tendency, we pro-
pose that the preprocessing phase itself may be of consider-
able interest in the language identification task, particularly
for low density languages. However, a wide range of exper-
iments need to be conducted to determine the downstream
effects of pre-processing on language identification perfor-
mance.

5.8. Non-Roman Script / Multi-script

Almost without exception, work on written language
identification to date has been focused on languages which
are written using a romanised script, with any non-Roman
script language identification being reduced to an encoding
detection exercise. However this approach can be consid-
ered immature for a variety of reasons. Some languages
can be rendered in more than one script (eg Uighur can be
written in either the Cyrillic alphabet or native Mongolian
script); some languages employ multiple scripts, with dis-
crete roles for each (eg Japanese and the hiragana, katakana
and kanji scripts); and some non-Roman scripts can be used
to write multiple languages (eg the Cyrillic script can be
used to write Russian, Uzbek and Macedonian). These
orthographic issues represent new complexity in the writ-
ten language identification task which has previously been
largely ignored through selection of single script data for
analysis.

5.9. Legacy and Non-Standard Encodings

While encoding detection has been considered as a par-
tial solution to aspects of the written language identification
task, there remain open issues. In the first place, issues sim-
ilar to those discussed above in the context of languages
with multiple scripts also pervade: there is no one to one
relation between a language and an encoding. In addition,
there are many written documents which use legacy encod-
ings, or modified standard encodings which are not simply
able to be accurately classified based on encoding alone.
This issue is further complicated by the emergence of Uni-
code, where a single encoding may in fact be common, but
inferences about the language expressed in that single en-
coding are even less valid.

5.10. Document vs Text Selection

Almost all previous work is performed at a document
level. With the emergence of highly multilingual docu-
ments (either by design, or by accident eg through lexi-
cal borrowing) and more advanced document markup tech-
nologies, we propose that a new focus is required on lan-
guage identification at a finer granularity within the docu-
ment itself (at the level of character and/or word sequence
extents).

5.11. Exploiting the Linguistic Content of Documents

To date, most work has assumed that understanding the
semantic properties of a given document is not necessary
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for language identification to be performed robustly. How-
ever, recent research has shown that the actual document
content can be a useful additional resource to enhance dis-
criminative capacity in language identification. There is the
potential to exploit the occurrence of specific lexical items
(eg named entities such as persons or places) within a given
document text for greater precision in language identifica-
tion task; this is particularly true for low-density language
materials drawn from sources such as the web.

6. Conclusion
In conclusion, from even the high level survey under-

taken earlier in this paper, it is clear that written language
identification has been the topic of significant, and var-
ied research over several decades. For the most part, this
research activity has been separated from the written lan-
guage resource creation and curation community on purely
functional grounds: curated corpora have a fixed set of lan-
guages for which they are relevant. It is our view that ad-
dressing these open questions is of significant interest to
the written language resources community owing to the in-
creasing prevalence of highly multilingual resources and re-
sources collated from open collections such as the web. We
offer these challenges to the language resources and lan-
guage technology communities, with an open invitation for
collaboration.
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