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Abstract

The annotation of causal relations in natural language ¢t lead to a low inter-annotator agreement. A French sapnotated with
causal relations would be helpful for the evaluation of pamgs that extract causal knowledge, as well as for the stiithea@xpression
of causation. As previous theoretical work provides no ssagy and sufficient condition that would allow an annotti@asily identify
causation, we explore features that are associated wittatian in human judgements. We present an experiment thatsalis to elicit
intuitive features of causation. We test the statisticabamtion of features of causation from theoretical presiwork with causation
itself in human judgements in an annotation experiment. hWga establish guidelines based on these features for dimgotaFrench
corpus. We argue that our approach leads to coherent aimmogpiidelines, since it allows us to obtainka= 0.84 agreement between
the majority of the annotators answers and our own educatiEgments. We present these annotation instructionsail.det

1. Introduction useful for the general study of causation, and particularly

Although causation has been extensively studied sincfPr the evaluation of systems that find these relations au-
Hume’s fundamental work (Hume, 1740), there are no contomatically. This paper, set in a French framework, de-
sensus tests that would allow an annotator to identify gasil SCTiP€s annotation instructions for causal relations dnat

a segment of text as causal, and human judgement tends §gPressed bgtween clauses. These |nstructlons allow an-
be inconsistent. For example, in the absence of a context fOtators to give answers closely resembling our educated
is unclear whether or not sentence 1 is causal. Simply refofNtuitions. By using the identifying features of causafion
mulating sentence 1 as sentence 2 does not help to decicf@?se rules help to remove s_everal difficult ambiguities. In
because knowing whether or not sentences 1 and 2 are syfiiS Paper, we test the following hypotheses.

onymous requires an a priori knowledge of the causation ir?_|
1. Evenin less extreme cases, such as 3, human judgemen
is not always coherent because some would argue that his
arm was broken by falling rather than by skiing. Moreover,Hyp2 Several features of causation are statistically associ-
naive annotators are inconsistent in their judgement of 4,  ated with the annotators’ recognition of causality.
even tough experts regard it as non-causal.

pl Human reasoning consciously makes use of several
intuitive tests of causation.

Hyp3 Our annotation rules allow annotators to coherently

(1) John got sick; he took a shower. identify causation.

(2) Taking a shower caused John to get sick. We give evidence against Hyp1 by examining such features
_ _ B in section 2. We provide evidence for Hyp2 by identify-

(3) He broke his arm while skiing. ing features that are associated, in human judgements, with

causation (section 3.) Finally, we present our annotation
instructions and give evidence for Hyp3 by showing that

Previous work on the annotation of causal relations base'€S€ rules are coherent since they lead to a high agreement
the annotation instructions either solely on the annotator (+ = 0.84) between the majority of annotators and our pre-
intuition (Carlson et al., 2001) or on linguistic tests (inu dictions (section 4.)

2005; Bethard et al., 2008). The latter can be ambiguousin - .

regard to causation, due to such factors as non-causal use 2. Intuitive Features of Causation

of causal connectors (e.g. speech act or epistemic use ¥fe describe an experiment that elicits the intuitive fesgur
becausg Previous theoretical work rarely gives other testsor tests of causation that are consciously used in causal rea
for causation than reformulation suchass the cause of soning. We wanted to test hypothesis Hyp1, which states
y. However, it extensively describes features of causatiorthat such features exist. Moreover, we wanted to know if
providing necessary conditions, but, to our knowledge, ndhese features are different from previous theoreticakwor
sufficient condition. We address these shortcomings bynd if they can be integrated into our annotation instruc-
studying systematically the features of causation thatall tions. We found evidence against Hyp1l through this exper-
annotators to clarify their intuitions. We then demongrat iment.

that our approach is successful in an annotation study (se@Ve asked nine naive subjects to decide if a causal rela-
tion 4.). tion was expressed in ten short segments of French texts.
To the best of our knowledge, there is no French corpordVe asked them to justify their answers systematically. We
annotated with causal relations. Such a corpus would bevanted to discover what justification would be given in the

(4) Itistriangle; it has three sides.
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absence of specific rules or of an annotation manual. W&ome justifications point to the presence of explicit

then analysed the features of causation that were used marker in the text, such aparce que/becausa mais/but

the justifications. We find for example 10 or 11. 66.7% of the segments con-
The segments were extracted from the French part of th&aining a causal connective led to this type of justification
BAF corpus (RALI laboratory, 1997), which presents sev-and only one (11.1%) of the segments bearing a non-causal
eral types of texts: institutional text, academic writings connectivamais/butwas justified this way.

and a novel. The segments consisted of up to four sen- N . ) 3

tences, but mostly of one or two. We also gave some el(10) DoncapparaitDoncintroduit une conséquencesg
ements of context for each segment. There were 6 types 2PPearsSosignals a consequence.)

_Of segments: textg Qontainir@rce que/becauseontain-  (11) Lemaisexprime une nuance, une restriction dans ce
ing donc/sg containingmais/but and texts that had con- cas précis. (Thbutexpresses a nuance, a restriction
tained one of those connectives, but in which we removed i, thjs precise case.)

the connective before giving it to the subjects. The connec-
tive maiswas chosen as a canonical non-causal connectivd.he presence of@on-causal relationwas sometimes used
We wanted to study the answers in the presence of causal & justify negative answers. Annotators would argue that
non-causal connectives, and with or without the aid of thethe text could not be causal, because they could identify
connectives, in order to elicit the largest possible nurober @ non-causal relation in the segment. For example, they
justifications. would write 12.
Most (72.2%) of the segments were judged as causal. Thi
is not surprising since, most (80.0%) of the segments eithe
had a causal connective, or had one that was removed.
We classified the justifications into five types: rewording,
linguistic tests, presence of an explicit marker, presarice Finally, the other category contained justifications that
a non-causal relation and others. could not be classified into any of the other four groups
Rewording includes justifications that are a rewording of and mainly included instances where the subject had drawn
the instructions I6 a causal relation expressefd? and  aquestion mark instead of writing a justification.
that don’t contain information. For example, subjects re-Figure 1 shows the number of justifications for each type
sponded 5, 6 or 7, for a negative case. This justificatiorof answer that is positive or negative in regard to causation
was the most common for negative cases. Note the high number of rewordings, which do not explain
a causal judgement further. Rewording is the most common
(5) Une explication est donnée. (There is an explanation justification for negative cases.

2) C’est une description, la seconde phrase apporte
seulement une précision. (It is a description, the
second sentence only further refines the first one.)

(6) Il donne des raisons. (He gives reasons.)

35
(7 ;];arl;ec)\égls pas de relation causale. (I see no causal . - r_ewolrdi.ng
W linguistic tests
Linguistic tests consist of placing an explicit marker in the S ﬁgﬁl_lccétug:;rrﬁgtion
text and then deciding if the resulting text is a rephrasiing o 25 O other
the original wording. Subjects used the connectivest
parce que/it's becauseparce que/becausand donc/so 20
When building a test sentence with an explicit causal con
nective, they often replaced the connectives that we tool 12
out of the text segment. They also used many differen
verbs such asst le fruit de/is the result péntraine/leads 10
to or permet/allows When doing so, they nominalised the
clauses they were testing, or used the phladait que/the =
fact that We also classify uses a@fst la cause delis the
cause ofin this category. The difference between the re-
causal non-causal

wording and the linguistic test categories is the use of the
clauses that subjects were testing in the justification. Fo.

example, 8 is classified as rewording, while 9 is a linguis-_ _ o N .
tic test. This justification was the most common for causaf '9ure 1: Types of justifications for causal intuitions. ghi
cases. graph shows the number of each type of justification for

texts that were considered causal on the left, and non-tausa
(8) Une cause est exprimée. (There is a cause expresse@!) the right.

(9) Le fait queclauselest la cause du fait queause2
(The fact thatlauselis the cause of the fact that The variety of justifications is surprisingly low. Remark-
clause2) ably, there were no reference to the real-world events that
the clauses described, but only to the text itself. For in-
stance, no one mentioned the counterfactual argument "had
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the cause not happened the effect would not have happenédcausal chainis a chain of direct causes and consequences
either”, although such an argument is common in theoretthat can be associated with any causal relation (Moeschler,
ical work. The high number of linguistic tests and the ab-2003). For example 18 can be associated with the causal
sence of real-world references might be explained by thehain 19. We asked the subjects if they could build such a
fact that the analysed occurrences were textual, and thahain between the events.

the subjects were linguistics students. A video input would

probably lower the amount of linguistic tests in favour of (18) John fell, Mary had pushed him.

real-world reasoning.

Preliminary tests also showed that given a single instuacti
such as 13, experimental subjects tended to omit justifica-

tions altogether, or gave justifications only when they doul Wwe also asked the annotators to decidedtienterfactual
find a causal relation, and not on negative cases. In the finglase, that if the potential cause had not happened whether or
experiment, we repeated the instructions after each ségmegot the potential effect would have happened anyway. This
of text, and subjects were asked to cross out the unnecegkassical property of causation (See, for examp|e (Reb0u|,
sary part and finish the sentence 14. 2005)), is one of the features that allows an annotator to
differentiate causation from logical implications.
Finally, since we believe that an event cannot be its own
cause, we asked them if the two clauses vpenaphrases
referring to the same event. We expected this last feature to
(14) Je pense qu’une/aucune relation causale est exprim&€ negatively associated with causation.
dans ce texte parce que. .. (I believe that a/no causal Figure 2 shows the amount of positive answers for each fea-
relation is expressed in this text because. . .) ture for cases that were analysed as causal or non-causal.
Some features are indeed often associated with causation,
We believe that the difficulty that we encountered in obtain-particularly, causal chains, the linguistic test witirce que
ing systematic justifications, the lack of variety in justifi ~ and conterfactuality are most often identified in the pres-
tions and the high amount of rewording provide evidencence than in the absence of causation. We tested this asso-
that hypothesis Hyp1 is invalid. Human reasoning does notiations with a Fisher’s exact test.
consciously make use of intuitive tests of causation. IfpeoFigure 3 shows thp-values of Fisher’s exact test of associ-
ple are sensitive to features of causation, these featuees aation between each feature and causation in the annotations
not directly accessible for causal reasoning. Subjects caA smallerp-value indicates a higher association. Partial si-
decide if something is causal or not, but they cannot demultaneity of the events, the ability to build a causal chain
scribe how they know it. linguistic tests and counterfactuality were statisticakso-
ciated with causation in human judgements, confirming our
3. Association of the judgement of causation hypothesis Hyp2.

and its features

Hypothesis Hyp2 states that some features of causation 4. Annotation instructions

are statistically associated with the readers’ recogmitib ~ Annotators must rely on intuition in order to recognise
causality. We verified this hypothesis by asking six naivecausality, as no easily usable test conditions exist. How-
subjects to determine if causation as well as a number ogver our results from the previous section suggest that fea-
its features were present in 24 short French texts. The textgires that are associated with causation can be identified to
were artificial and ambiguous in regard to causation. allow annotators to clarify their intuition. Our instructis

We chose the tested features based on the results of the peensist of a number of such features and resolve the ambi-
vious experiment as well as on theoretical work. The feaguities of several difficult cases. Some of the features are
tures are: temporal order, ability to build a causal chain, | typical of causation while some allow annotators to rule out
guistic test by usingarce que/becausanddonc/sgcoun-  Nhon-causal cases.

terfactuality and paraphrases. The instructions are based on intuitive features of causa-
Temporal asymmetry is necessary to causation, as thetion and on features that were associated with causation
cause cannot happen after the effect (Hume, 1740). In mari the previous experiment. Moreover, the rules are based
cases, the cause happen before the consequence as in @8.disambiguation tests for difficult cases. We identified
In cases of direct causation, it happens immediately beforthese cases in two manners. First, we looked for examples
the consequence as in 16. The cause and the effect can ai§ovhich the majority of annotators did not respond as ex-
happen at least partially simultaneously as in 17. To aspected in the previous experiment. Second, we asked two
sess the effect of temporal order, we asked the annotatoligguists that study causation to annotate a corpus of am-
to identify whether the potential cause was before, right bebiguous examples, resulting in a low inter-annotator agree

(19) Mary pushes John» John is off balance~ John
falls.

(13) Y at'il une relation causale exprimée dans ce texte ?
Justifiez votre réponse. (Is there a causal relation
expressed in this text ? Justify your answer.)

fore, or at least partially simultaneous to the effect. ment ¢ = 0.32). Other difficult cases could then be found
) ) ] in the divergent examples. For each divergent case, we de-
(15) Johnis cold, he went out without his coat. veloped, together with the linguists, a test that allowsoann

tators to remove ambiguity in similar cases. In some cases
no such test could be found, and such cases could only be
(17) He got tired driving. used to draw the attention of the annotators to the fact that

(16) The glass reached the floor and broke.
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special care should be taken in such cases. We will detafFeatures that helped to clarify intuition were the abiliy t
the features in the next paragraphs. build causal chains and the linguistic tests.

The features that helped to rule out non-causal occurhn difficult cases the instructions ask the annotator to try
rences were temporal order, counterfactuality and ontologto build achain of direct causes and effects between the
ical asymmetry. The test démporal order states that if events. Although it is possible that building a causal chain
the potential cause occurs after the potential effect then t requires a prior intuition of whether the occurrence is eaus
example is not causal. We believe that a precise analysis @fr not, we believe that trying to build causal chains can
temporality is not necessary, as only the precedence of theelp annotators clarify their intuition, especially in eas
potential consequence on the potential cause helps rulingf events that are far from each other in time and where the
out non causal cases. causation is very indirect.

Thecounterfactuality test is the following: would the po- Linguistic tests were very present in the first experiment
tential effect have probably happened even in the absendhat elicited intuitive features of causation. They wemoal

of the potential cause? If so, the example is not causal. Thistatistically associated with causation in the previoymeex
test allows annotators to rule out non causal cases such ament. They present two drawbacks. First, it is sometimes
20 that are not causal and display no conterfactuality. difficult to know if an explicitly causal sentence is synony-
mous with its implicit counterpart and it might require prio
knowledge of whether the occurrence is causal or not. Sec-
Finally, there should be amntological asymmetryin cau- ~ ©nd. parce que/becausenddonc/socan be non-causal in
sation (Hume, 1740). If a first event is the cause of a sectheir epistemic orspeech actusage. In asgntence such as 23
ond event, then the second event can only very rarely pthe second clau§e is not the cause of the flrst clause but t_he
&ause of the belief that the sun is about to rise, and we did
not want this kind of ellipses to be annotated as causal. In

John's birthdaycan be the cause dbhn is happybutJohn a similar fashion, we wanted 24 t_o be annotated as causal,
is happycannot be the cause iifis John’s birthday One but the other way laround. We Q|d not_ want the annotgtor
could imagine some cases of circular causation, but we bd® annotate the ellipse@eorge’s jacket is not on the chair
lieve that those cases are rare, and both ways would be vefRUSEMY belief that George is opibut we wanted them to
explicit separately in the text, because of the strangesfess 2nnotate the causal relati@eorge is outausehis jacket

the phenomenon (in which case both occurrences should & N0t on the chairin a similar fashion, we did not want the
annotated as causal separately, and each in only one dirednotators to identify speech acts as 25 as causal, either.
tion). We tested this by stating that if it is difficult to chem
which event is the cause and which is the effect then the e

ample is not causal. This last test allows annotators to rulg24) George is out because his jacket is not on the chair.
out cases such as 22.

(20) My bus will leave soon, | just finished my breakfast.

the cause of the first event. This feature holds even if th
two events happen simultaneously. For example, iit &1

X(_23) The sun is about to rise because it's 7.30 a.m.

(25) Hurry up because we're going to be late.

(21) John was happy because it was his birthday. ) R ) )
Despite these drawbacks, linguistic tests provide an intu-

(22) ltis atriangle; it has three sides. itive and easy way to clarify one’s intuition on causation.
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Figure 2: Amount of positive answers for each feature foesdkat were analysed as causal or non-causal
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Figure 3: Thep-value of Fisher's exact test of association for each featund the presence of causation. Smaller values
indicate a higher association.

We explained the non-causal uses in detail in the annotawhole paragraphs in which the text to be analysed appeared,
tion manual, and proposed the linguistic tests witlirce  so that they had sufficient contextual information. We se-
queanddonc We also added a linguistic test wittlest  lected text segments discarding those that were obviously
parce que/it is becausahich does not, as far as we know, non-causal, so as to spare annotation time and get more sig-
have a speech act or epistemic usage, and thus is much maricant results. Each text was analysed by each of the four
discriminative. annotators.

Finally we detailed in the manual two difficult types of oc- The annotators did not receive any training besides the
currences. First, cases where the cause eventis not éxplignstructions. The annotations were noisy and led to a
but is happening inside the context of an explicit event sucimediocre agreement between pairs of annotators. However,
asin 26. Here, the cause of breaking one’s leg is not skiingve could reduce the noise by selecting the majority anno-
but an event inside the context of skiing, such as fallingtations. We obtained a very high = 0.84 between the

In such cases, linguists disagree as to whether the casensajority of the annotators answers and our own educated
causal or not. In this study, wanting a broad definition ofjudgements. By using our instructions, we were mostly
causation, we asked the annotators to mark the occurrenedle to communicate our causation criteria to the annota-
as causal. tors.

(26) He broke his leg while skiing. 5. Previous Works

To the best of our knowledge, there is no French corpus an-
Second, judgement on causation become more difficult, ifotated with causal relations. In English, however, Carlso
the potential cause is negated such as in 27, or if it's aspegmn(d colleagues (Carlson et al., 2001) annotated a large cor-
tual class is that of a state as in 28. We drew the annotator,ﬁus W|th Several re'ations in the framework Of Rhetorical
attention to these cases, and advised them to tl’y to Clari%tructure Theory’ which contains causal relations.
their intuition by building a causal chain or by searching acarlson and colleagues annotated 385 documents of the
more general law from which an inference could be drawrnpenn Treebank (Marcus et al., 1994). In their work, the
such aRRaphaelle likes tall merWe also asked them to be cause relation consists of three subcategociasse, resujt
very cautious about verifying the ontological asymmetry inandconsequenceThe cause and result categories are dif-
such cases. ferentiated by the relative importance given in the texito e
ther the cause or the effect (Carlson and Marcu, 2001). The
difference between the cause-result type of relation aad th
consequence type is that consequence is a less direct causal
(28) Raphaelle finds John attractive, because he is very link. We also consider theeasonrelation as causal. The

tall. difference between this relation and the others is that here

the resultis carried out by an animate agent. The guidelines

We tested these instructions by using four annotators on 1§ not further define the concept of cause. However, in case

text segments. The text segments were from a ndvel ( of ambiguity, the annotators are instructed to select e le
la terre & la lune by Jules Verne). Annotators could see general relation that applies.

(27) Since no other study of this type have been done
before, this one will be very interesting.
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In Japanese, Inui (Inui, 2005) annotated 750 social domaifinally, this work is part of a project that aims at develapin
newspaper articles with causal relations signalled or ot ba computer program capable of doing this annotation task
a causal marker. Inui not only annotated causal relationautomatically. We believe that this work helped much in
that held between two clauses suchJatin fell because clarifying the computer task, and that our annotation man-
Mark pushed hinbut also between noun phrases such asial will be very useful to evaluate the program results.

the lack of rain caused a droughtinui used several lin-

guistic tests to identify causal relations. If the senterece 7. Acknowledgement

sulting from applying the linguistic test was semantically s work was financed by a Swiss National Foundation

and syntactically correct, then the sentence was annotat(?goject (100012-113382) and by a scholarship from the
as causal. Ifitwas not, then another test would be used untest Boninchi Foundation.

the text passed a test or failed all tests. Inui also added a ne

cessity tag to each causal relation. This tag would indgcate 8. References
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define guidelines for identifying causal relations. We usedY" Carlson and Daniel Marcu. 2001. Discourse tagging

features of causation that are not only rewording or linguis '€férence manual. Technical report, Univ. of Southern
tic tests, and we believe those features helped make the an-C@lifornia/ Information Sciences Institute.

notations more coherent. Lynn Carlson, Daniel Marcu, and Mary Ellen Okurowski.
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theoretical work to write an annotation manual for causa—\]ac Les Moeschler 2003, Causality. lexicon. and dis-
tion. We presented these annotation instructions whiah lea q o >. ausaity, '
course meaningRivista di Linguistica, 15.20ages 343—

to a high agreement between our answers and the majority 369
of the annotators. We believe that this shows that our uniJ e ite de Montréal RAL| laborat 1997. C d
derstanding of causation is coherent, and can be effegtivel niversite de viontrea aboratory. - Lorpus de

transmitted through our instructions. We thus provided ev- bitextes anglais-francais. N _

idence for hypothesis Hyp3. Anne Reboul. 2005. Similarities and d|ﬁerenp_es
We believe that a similar methodology can be used for other PetWeen human and nonhuman causal cognition.
difficult annotation tasks. We also believe that discowgrin  WWW.interdisciplines.org/causality

intuitive features of a task, as well as discussions rewylti

from different annotations by several experts, can lead to a

better modelling and comprehension of complex linguistic

features.

Our annotation manual does not lead to a sufficiently high

kappa score between non-expert annotators. We believe it

should be further disambiguated until the kappa score is

high enough to annotate a useful French corpus. Particu-

larly, we would like to explore the subjectivity of causa-

tion, and find ways to identify the point of view of the text

segment itself, and not of the annotators. We also believe

annotations would benefit from more training of the anno-

tators. Finally, we plan to experiment with the annotation

of the textual boundaries of the cause and the effect events,

which is essential for annotating a corpus.
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