Classifying Action Items for Semantic Email

Simon Scerri', Gerhard Gossen', Brian Davis', Siegfried Handschuh?
! Digital Enterprise Research Institute,
National University of Ireland Galway
IDA Business Park, Galway, Ireland.
E-mail: simon.scerri@deri.org, gerhard.gossen@uateribrian.davis@deri.org, siegfried.handschuh @ateri

Abstract

Email can be considered as a virtual working emvitent in which users are constantly struggling emage the vast amount of
exchanged data. Although most of this data beldogwell-defined workflows, these are implicit arardely unsupported by
existing email clients. Semanta provides this suppy enablingSemantic Emai email enhanced with machine-processable
metadata about specific types of enfgition ltemge.g.Task Assignment, Meeting Propgs#h the larger picture, these items form
part of ad-hoc workflows (e.gask Delegation, Meeting Schedulin§emanta is faced with a knowledge-acquisitiatldreck, as
users cannot be expected to annotate each acation &nd their automatic recognition proves difficdlhis paper focuses on
applying computationally treatable aspects of dpeact theory for the classification of email actidems. A rule-based
classification model is employed, based on thegpmmes or form of a number of linguistic featurese Tachnology's evaluation
suggests that whereas full automation is not fégsthe results are good enough to be presentstiggestions for the user to
review. In addition the rule-based system will Isb@p a machine learning system that is currentlyeivelopment, to generate the
initial training sets which are then improved ttgbuhe user’s reviewing.

1. Introduction 2. Background

A lot of work in today’'s business environments defe =~ The set of action items used for the classificatadn
on online communication. Tasks are created, manage@mail textare instances of theéSpeech Act Model
and delegated; meetings requested and scheduledyrovided in the sMail Framework — a conceptual
important data exchanged - all via online framework for semantic email, and presented inierarl
communication media and on a daily basis. work (Scerri et al., 2008). This model is basedspects
Communication media like email and instant mesgagin of the Speech Act Theory (Searle, 1969), whichestat
(IM) have become essential virtual working that every utterance implies an action by the speak
environments wherein people manage large amounts oWwith varying effects on both the speaker and thardre
data within a multitude of implicit workflows. Keemg When applied to electronic conversations, the seade
track of these workflows is not easy, and frequentl the recipient perform the roles of the speaker#rear
people become inundated with too much data thay the whereas textual phrases function as utterancesorct
can possibly handle — a problem termed as infoonati items in the model consist of three parameters:
overload (Whittaker & Sidner, 1996). As a result,

guestions get ignored, commitments forgotten and in®™ Action — what is being performed e.g. a request, a
general, collaboration and ultimately productistyffer. notification or an assignment

There have been numerous attempts at automatically

extracting action items, to-do’s and general comnaitts ®  Object- the object of the action e.g. a request for a
from text pertaining to electronic conversations, meeting

especially with regards to ones taking place oveaik

In particular we have worked on models (Scerri & ® Subject the subject/agent of the object if applicable
Handschuh & Decker, 2008) that conceptualise these  e.g. who will/would attend the meeting

items and outline their expected workflows. These

models were implemented within Semanta — extensionsActions consist oRequest an action requiring a reply
to popular email clients which strive to suppor tnser from the recipient (e.g. a questiofyssign— an action
with the management of email workflows (Scerri ket a requiring an activity but no reply (e.g. an order &
2009). However, from a practical point of view Seitaa  commitment);Suggest an action involving an optional
cannot rely on the end-user to recognize, classifg activity; and Deliver — the action of delivering data.
annotate each single email action item. Therefoithe  Objects are categorised infativities (Task and Evenj
least, partial automation is required. In this pape and Data (Information and Resource The subject
introduce a rule-based classification model thassifies parameter is only applicable to activities (beihg task
email segments into a predetermined set of actensg, performer(s) or the event participant(s) — iSender
and discuss the results of its evaluation. RecipientBoth. Thus, a request for permission to attend

! Limited to email messages in the English language
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Figure 1: The 22 action item instances

an event is represented as a (Request, Event, i$eade
order to perform a joint task as an (Assign, T&sdth),

O
ammation  Fequest information from recipienti=)
ES0Unse Request a file from recipient(sg
azh Request permission for a perzonal tazk

&nit Request permission for a personal ewvent
Tazk Request 3 task from recipient(=
Ewent Request the recipient(s)s attendance to an event
I::[Egk Request a joint task from recipient(s)

ent Request joint event participation from recipient(s)
Tazk Commit woursel to atask and inform recipient
Ewerit Commit woursel to an erert
Tazk Feszign a task to recipigrgt(:?
Ewent FAesign an event to recipientls)

ashk Announce a joirt task to recipientls

erit Aonounce 3 joint ewent to recipient(s)
Task ‘lurteer for 3 task performance
Ewvent ‘oluriteer for an evert atendance
Tazk Suggest 3 taskto reci ientgj
Ewert Suggest the reclplentéj‘s endance to an event
Eesk Suggest 3 joint task to recipient(s)

arit Sugget joint event participation to recipienti=)
armation

Deliver information to recigient(sj

EEOUMce Deliver a fileto recipientls

for thesifi@ation task, with a short description

will), especially those expressing the concepts of
PossibilityandNecessitywhich are roughly equal to our

and a request for information can be represented as ‘Suggest’ and ‘Assign’ actions respectively.

(Request, Information, &). The basic 22 combinatioh
these parameters (i.e. the email action items)thege
with a brief description are shown in Fig. 1.

Verb Category- Verbs are used to expressAmtion an
Occurrenceor a State of beingSince we attempt to

When applied in practice the model can generateemor recognise action items, our main interest is acterbs.

combinations, as in reality the subject will be annioer
of the power set of the sender and all recipiengs e
(Request, Event, {Sender, RecipigntRecipient,...,
Recipieng}) for a joint event request involving the

Our model differs between the following two categsr
of action verbs, which we refer to dstivity Verbs-
representing events and tasks (e.g. go, prepang); a
Communicative Verbs implying actions specific to

sender and two other contacts. The model in questio electronic communication (e.g. send, forward, aftac
was evaluated in an experiment which measured the
inter-annotator agreement between human annotator&rammatical Tense The tense morpheme specifies the

(Scerri et al.,, 2008). The annotators had the tafsk
identifying instances of the 22 action items witleimail
from an email corpus. The resulting agreement rate,
0.811, proved that our model was more appropriate f
the task in hand than earlier speech act theopyjries
models, such as Carvalho & Cohen (2006). Howefker, t
result indicates the difficulty of the classifiaati task,
even when performed by humans.

3. Classification M odel

The implemented technology for

the automatic Possibility,

time at/during which the descriptive content of the
sentence in question holds (Ogihara, 2007). Theee a
different opinions when it comes to categorizingsts

in the English language (Comrie, 1985). We adhere t
the two-tense approach Rastandnon-Past as we are
mostly interested in actions that occur in the past.

Negation —From a pragmatic point of view, negation
usually expresses the exact opposite of what otkerw
the statement would convey, i.e. impossibility @ast of

prohibition instead of permissibility

classification of email action items is based on a (Moeschler, 1992). Both nouns and verbs can betegga
classification model that considers the following 5 Via the use of a negative adjective, a negativaqum or

linguistic, grammatical and syntactical features:

a negative adverb.

Modality — Sentence modality deals with different phrase Sémantic Role- When dealing with action verbs we are

types, of which we consider the following three:

Declaratives Imperativesand Interrogatives Whereas
most interrogative  sentences/clauses are
recognised by the presence of a question marleagrtt,

interested in the subject of that action. We arecemed
with the semantic rather than grammatical roles,the

eas”yAgentand thePatient The grammatical person for both

roles - First, First Plural, Secondor Third Personhas

to differ between the two remaining types our also a bearing on the classification task.

classification model considers modal verbs (e.gstmu
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Figure 2: Graphical representation of the simgifclassification model, classifying clauses iite tlass categories

The model as depicted in Fig. 2. is only meantraviple next section. Negation and Grammatical Tense (past
an insight of how all the previous features canbal  tense) are represented as (overlapping) horizehtades
factored in to attempt a decision on what actiemibest ~ of grey across statements with communicative and
represents a piece of text. The illustration bredtsn activity verbs.

the linguistic space into a number of dimensiongery In the following two subsections we will first
the presencef/form of the above features. Gramnhaticademonstrate how the classification model can irorthe
clauses are classified into exactly one of the ltiegu be employed to classify textual clauses into a ipec
classification classes (action items). For simgdifion action item, followed by a description of its piaat
purposes, we do not include all 22 classes in ithed, implementation.

but instead abstract over five broad categorieschwhi

disregard the different object types and the subjec 3.1 Classification Examples

parameter entirely. The resulting five categoriestius  Taple 1 demonstrates how the classification model ¢
equivalent to the five pairs of ‘action - object@gory’  pe employed via eight practical examples. The exesnp
in Fig. 1, i.e.Request Data, Request Activity, Suggest are matched against one of the implemented patiées
Activity, Assign ActivitandDeliver Data (in BNF stylé) as introduced in the next subsection. The
Modality splits the space vertically into interrtigas bold tokens in example A are matched against th& LH

and declaratives. We further differentiate between of the rule below to classify as a task suggesticion
declarative statements having a possibility mottadse item (Suggest, Task, Recipientyvere “You’ is

having a necessity modal (which subsume imperativerecognised as a second person agent, “should” as a
statements) and the rest. The space is split Maglp  possibility modal, and “forward” as an (electronic)
between communicative verbs, activity verbs andrthe ~ommunicative verb. The classification can be melppe
complement.  Statements  having  activity  or {5 Fig. 2 by focusing on the intersection betweka t
communicative verbs are segmented given the agenhorizontal communicative verb segment and the carti

semantic role wheré\1S stands for Agent 1st Person geclarative/possibility modal segment. The presaice
Singular; A1P for Agent 1st Person Plural; a#®, A3 second person agent in the text places it in itsveh

for Agent 2nd and 3rd Person respectively. In oraer position in Fig. 2-Ex. A. As the action item cateigs in

keep the figure as simple as possible the patielet r e figure disregard the subject parameter, thierstnt
(similarly P1S, P1P, P2, B3only features in one

quadrant , in order to provide adequate examplekdn

2 http://foldoc.org/?Backus-Naur+Form

3326



Table 1: Examples of text as classified by ruleseleon the classification model

A “You should forward it to me.”
([A1] | [A2]) [PosMod] ([TaskV] | [EventV] | [CommV]) : Suggest Task to Recipient
B “Hadn't I sent you the file?”
([PastAux] | [PastAuxNegation] ) ([A1S] | [A1P] | [A2] | [A3]) [CommV] ({Person})? [Q] : Request Information
C “Can we not meet to plan ahead today?”
(Modal] | ([ModalNegation]))? ([A1S] | [A1P] | [A2]) [Negation]? ([TaskV] | [EventV])[Q] : Request Joint Event
D “you still have to send me the document!”
[A2] ([NecMod])? [CommV] ([P1S]| P1P])? : Request Resource

E “You must emalil them the document.”

[A2] [NecMod] [CommV] ([P2] | [P3] | [Entity]) : Assign Task to Recipient
= “We are goingto attend the meeting,”

([A1S] | [AL1P] | [A2]) [NecMod]? ([TaskV] | [EventV] ) : Assign Joint Event
G “We are sending you the files...”

([A1S] | [A1P]) [NecMod]? [CommV] [P2]? : Deliver Resource
H “We are happy.”
Catcher rule — all unclassified declarative clauses : Deliver Information

is shown as &uggest Activity.

The question mark at the end of example B indicates
interrogative statement. The “sent” verb being ygiet
communicative, preceded by a first person agentidvou
have placed the sentence in Bequest Activitguadrant
in Fig. 2-B. However the question's past tensatitied
by the verb and the past auxiliary “Hadn't” reduités a
simple information request action item (Request,
Information, &) within the Request Datacategory.
Although the past auxiliary is negated, negatioonal
would not have effected the statement. Thus “Wbn't
send you the file?” or “Will 1 not send you theéfil
would still have classified as a personal task estu
action item.

Example C is similar to B, with the difference tthe
verb “meet” is recognised as a non-past activitgbve
Being an interrogative, this places the statemerthée
lower horizontal segment. Although “Can” is recaggd
as a modal verb, these verbs only effect non-iogetive

broader categories &equest DatgFig.2-D) andAssign
Activity (Fig.2-E).

Example F and G differ mostly due to the verb tyjiee
presence of a first person plural agent (“We”)daléd

by a non-past activity verb (“attend”) classifiesajoint
event assignment (Assign, Event, Both) as shown by
Fig.2-F. Instead, G includes a non-past commuvieati
verb (“sending”) followed by a second person patien
(*you”). This classifies the statement as a ressurc
delivery action item (Deliver, Resource, @ghown in
Fig.2-G as an instance of tbeliver Datacategory.

All non-interrogative clauses which remain unclasdi
by the implemented pattern rules, e.g. examplerd, a
classified as an information delivery (Deliver,
Information, &), also shown asleliver Datain Fig.2-

H. However, as any non-action item would be clasbif
as an information delivery, instances of this clagsnot
returned to the user for review.

statement. Once again, negation does not effect theéd.2 | mplementation

classification in this case, and the presence effittst
person plural agent “we” results in a joint eveequest
action item (Request, Event, Both) shown aReguest
Activity in Fig.2-C

Examples D and E are both declarative statemerisawi
necessity modal, and they differ only with respgecthe
patient role. Whereas D is a request for the recip
(second person agent “you”) to perform a
communicative action verb (“send”) to the sendast(f
person singular patient - “me”), E is a request tfoe
recipient to perform a communicative action (“erf)aib

a third party (third person patient - “them”). Whas D

is classified as a resource request (Request, Resou
@), E is classified as a task assignment actiom ite
(Assign, Task, Recipient). The resulting differenioe
classification is also illustrated in Fig. 2, magge the

The classification model has been implementedratea
based classifier in GATE (Cunningham et al., 2008
classifier consists of an ANNIE Corpus IE Pipeliiiae
pipeline (Fig. 3) consists of a:

1) Standard GATE English Tokeniser

2) Standard Sentence Splitter

3) Standard Hepple POS Tagger
4) ANNIE Gazetteer Lookup

5) Standard Named Entity Transducer

6) JAPE Speech Act Grammars Set
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After the text is tokenised and split into sentandeis
forwarded to the POS tagger, which assigns a fart o

1

"--b[ Takeniser H

2

Sentence

Splitter
5 4 3
ME Gazettear PO%
Transducer Loakup Tagger
— A
JAPE g
Speech Aot el —

Grammars

Speechict
Transducer

Canditional
hdadifier
i Fonotation
ptimizer

Figure 3: The Speech Act Classification Pipeline

speech category to each token. In particular, @S P

sentence splitter that splits sentences into iddadi
clauses upon which we want to perform
classification our classification.

iii. Token and Lookup Preprocessuinds special kinds
of tokens/gazetteer entries to intermediate
annotations (e.g. groups modal verbs, grammatical
persons by category)

IV. The Speech Act Transducaratches combinations of
intermediate annotations to a one of the model’s
speech act class. This is were most of the pattern
matching is performed.

V.The Conditional Modifier changes some of the
identified action items based on
preceeding/succeeding conditional modifiers, éng. t
presence of an ‘if-then’ clause before an iderdifie
task assignment, changes the classification tela ta
suggestion or a task request, depending on the
context.

Vi.The Annotation Optimiserextends action items to
cover whole sentences, and to group together
consecutive identical items.

Each JAPE transducer consists of a collection akph
which in turn contain pattern/action rules. The hednd
side (LHS) of the rule is written in BNF style, sian to
the examples in Table 1, whereas the right hand sid

tagger recognises past tense verb inflections. The(RHS) consists of annotation-binding variables wita

gazetteer lookup performs customised finite stad&up

for key-phrases, including trigger words/phrases fo
linguistic features such as negation, modal verbs,
grammatical person and our two different verb
categories. The Named Entity Transducer performs
named entity identification and is particularly fusen

the recognition of person references in the text.

The set of hand-coded Java Annotation PatternsnEngi
(JAPE) (Cunningham & Maynard & Tablan, 2000)
grammars is the most important component in the
pipeline. The grammars provide pattern rules suctha
ones provided for the examples in Table 1. Thesrule
match  combinations of the linguistic/semantic
annotations output by the previous components @& th
pipeline, to classify clauses into one of our aciiems.
The grammars themselves constitute a cascadeitd fin
state transducers over patterns of annotations, that

the output of one transducer becomes the inpuhef t
next, as follows:

I. The Clause Splitteiis a personal modification of the
sentence splitter that splits sentences into iddadi
clauses on which we perform classification.

il. The Clause Splitteis a custom modification of the

block of JAVA code, which can subsequently be
manipulated as desired. JAPE rules can fire inouari
ways depending on the desired behavior e.g., based
textual ordering, priority or longest match. Thge&ch
Act Transducer alone consists of 58 rules within 14
different phases, such that text matched in thgaini
phases may not be considered later.

4. Evaluation

To evaluate our classification rules, we wanted to
compare  automatically- to  manually-generated
annotations. We employed twelve people to review
automatic annotations generated for at least 8 lemai
messages. The evaluators were introduced to the
available classification classes (Fig. 1) prioithe task.
The evaluation page, with a link to the active web
service is available onliidhe reviewing consisted of
rating the classified action items, and annotatihg
missing action items manually. Each action itemrretd
could be rated using a 4-point Likert scale, two fo
correct annotations and two for false positivese Th
reason for multiple positive and negative ratingsthat

the classes for the classification task are notaydw

3 http://smile.deri.ie/projects/smail/Evaluation
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In general KB systems are perceived as achievigh hi

precision while ML approaches are more oriented
Eucellent towards higher recall. However, mixing both appteee
i is considered best practice. Thus we want to inmgomw
classification by using the existing KB classifiéo
bootstrap an ML system, such that a gold standard
training dataset can be generated from the ruleebas
annotations and subsequently corrected manually to
ensure high quality. An ML-trained classifier witlen be
applied to annotations derived from the existing

Mz =ing
28

; Ok.ay linguistic processing resources (tokeniser, PO$emlag
wWrong ; 1 NE lookup) to classify speech acts. The classifvdt
then only execute the existing rule-based appreach
hlat quite correct fall back when it fails. We intend to employ the ML

123
“ GATE plugin, which can load different ML enginescku

as the LibSVM packade the PAUM algorithm
Figure 4: Main results of the evaluation (Zaragoza et al., 2002) or interface with Weka -open
source ML package (Witten & Frank, 1999).

We are confident that the addition of ML techniquélé
strengthen the relevance of the action items mimed
L . Semanta. We also intend to extend the applicakility
author of the email is in the best position to datee our technology to outline action items in Instant

whether the classified action items apply_, and kaciv . Messaging (IM) or electronic chats. There haveaalye
degree. For example, although a user might be &sippi been a number of contributions in this area, mdsilsed

with a Request Everaction item for “Can you discuss o, v and statistical approaches. In particulaseFi

this W'th them’._)”, they might also think thatanugst (2007) discussed ML techniques for the purpose of
T‘?Sk's also suitable, and thatRequest Informatiofis dialogue act recognition, whereas Forsythand & #art
still relevant although to a lesser degree. (2007) built a chat corpus tagged with lexical, tagtic
The evaluators ran the classification rules oveatal of and discourse information; for classification Viee tuse

f116h em;:fls_, and rated 194 clzllassmed acdtl%n |Lems. of statistical-based NLP. However, a problem which
urther 74 items were manually annotated by the.use 5 q44y effects email annotations, is more pronedric

.P ositive ratings, representing c_orrectly clas_sif&miion IM. Chats are significantly less formal and the
items, ar.“"“”ted to .4.1% (Fig.4). Negative Yat_'”gs’ phenomenon of ‘text speak’ — the use of non-stahdar
rep_rese_ntmg false positives, amounted to 3_1%' INiss English words and language, limits the performaoice
action items _arr:jounted to 28%"52’/\/6 ocklatameo:l Fan 60 our classification rules. Although the envisagediniae-
measure, weighing precision (0.56) and recall (0. learning support will partly solve this problem, wul

ﬁqﬁa”y’fOfﬁ'SS' This res'”."t nee?s tor:)e ".“e‘*"@'“ the investigate how the flexibility of our pipeline cdrme
ight of the rate obtained for the inter-annotator extended to handle this problem.

agreement experiment referenced earlier, whiclB&it10
indicated the difficulty of the classification taskven
when performed by humans. Therefore an f-measure of 6. Acknowledgments
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