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Abstract

The Internet is an ever growing source of information storedocuments of different languages. Hence, cross-lingesdurces are
needed for more and more NLP applications. This paper pieBra graph-based method for creating one such resourtgiina
resource created using the method, a cross-lingual relesedhesaurus. Given a word in one language, the thesaiggesss words
in a second language that are semantically related. Theoshe#iyuires two monolingual corpora and a basic diction@uyr general
approach is to build two monolingual word graphs, with nodgeesenting words and edges representing linguistitioriabetween
words. A bilingual dictionary containing basic vocabulgmnpvides seed translations relating nodes from both grayplesthen use an
inter-graph node-similarity algorithm to discover rethtgords. Evaluation with three human judges revealed th#t dBthe English
and 57% of the German words discovered by our method are sieaifnrelated to the target words. We publish two resosirice
conjunction with this paper. First, noun coordinationsrasted from the German and English Wikipedias. Second, rib&sdingual
relatedness thesaurus which can be used in experimentgimymteractive cross-lingual query expansion.

1. Introduction contrast to our approach, in their method words are rep-
The Internet is an ever growing source of informationresemed using explicit semantic analysis (Gabriloviath an

stored in documents of different languages. Hence, cross- arkowtch, 2007). The approach uses Wikipedia's inter-
lingual resources are needed for more and more NLP appl{an9uage links to map concept vectors across languages.
cations. This paper presents (i) a graph-based method fgi'€ IR system presented by Hsu et al. (2008) imple-
creating one such resource and (ii) a resource created usir‘@ems c_ross-llngL_JaI query expansion via a t\_/vo-stage pro-
the method, aross-lingual relatedness thesauruGiven cess. First, queries are translated using online traoslati

a word in one language, the thesaurus suggests words pErvices and W|k|pgd|a mter.—language links. The subse-
a second language that are semantically related. A cros§UeNt guery expansion step incorporates the anchor text of

lingual relatedness thesaurus is valuable for a number diormal Wikipedia links. In our system, cross-lingual query
applications, e.g., for query expansion in cross-langirage ©XPansion is integrated into one step. A two-stage process
formation retrieval (Grefenstette, 1998) that separates the translation and the expansion step may

For the German wortowe(lion), for example, the method corfnpoundzerror of |n3|V|dudaI steps. , q i
described below identifies the following ten words as mostefranca (2008) conducte a cpntrastwe study on sgmannc
related:cheetahpanther rhino(ceros) tiger, jaguar, leop- relatedness between verbs in different languages whioh als

ard, hyena andcubas well as the actual translation, all of uses mon_olingual corpora. A set of English, _French, Dutch
which are wild animals. and Spanish verbs are compared using KL-divergence (Lee,

The method requires two monolingual corpora and a basi&ggg)' The under!yin_g distribut.ions are based on the yerbs’
dictionary. Our general approach is to build two monolin- €00CccUrences with interrogative elements (efge said

gual word graphs, with nodes representing words and edg&OW I happene@i. The method 'def‘“f'e“ out of 99
representing linguistic relations between words. A bi"n_pre-deflned verb equwalenC(IeS. It differs from our exper-
gual dictionary containing basic vocabulary provides seedment in a number of ways: the test words are manu-
translations relating nodes from both graphs. We then us@“y selected (Iess_ that) verbs per language), it is re-
an inter-graph node-similarity algorithm to discover teth stricted to newswire, the extraction of cooccurrences is
words.

semi-automatic, the total of cooccurrences is small (just
We build the graphs based on noun coordinations becaus

o%erlo,OOO). Furthermore, it focuses on a very specific
coordinations are well suited to model the semantic relatP"'€nomenon, namely verbs that appear with interrogative
edness of nouns. We believe, however, that our method g

lements. Our approach avoids the aforementioned restric-

applicable to other parts-of-speech as well as using the a lons and has a broader focus.

propriate linguistic relations. We make two resources, th or a given word, our method suggests semantically re-

noun coordinations and the cross-lingual relatedness th ated Words_, mainly (co-)hyponyms anq hypernyms and ex-
saurus, available to the public (Section 6.). act translations. However, no information about the nature

of the lexical relation between a source word and its re-
lated items is given. A recently presented system (Baroni
2. Related Work etal., 2009) goes in this direction, trying to induce corisep
Hassan and Mihalcea (2009) presented a method that cand properties as well as conceptual hierarchies from POS-
culates semantic relatedness of words across languages.thgged text. Their method is not based on graph-theory and
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whereN (i) andN (j) are the sets ofs andj's neighbors.
The constant (0 < ¢ < 1) attenuates the contribution of
Schviein nodes further away. Following Jeh and Widom (2002), we
usec = 0.8.
Since the original formulation of SimRank only allows for
monolingual similarity calculations, we use the formula-
tion proposed by Dorow et al. (2009) for two graphs. In
this case, the nodésand; simply come from two separate
graphs A and B. As the basis for the recursion, the initial
node-to-node correspondences are used suclthat 1 if
albatross Albatros ¢ andj are a pair in the set of correspondences (seed trans-
lation pairs). Furthermore, the formulation also allows fo
weighted graphs by simply multiplying the similarity with
Figure 1: Similarity through seed translations the entries in the weighted adjacency matridesnd B.

Schwan

c
Sij= T Air, Bji Sui
= T T,y B,

it is only applied monolingually.
3. Method wheres;; is the similarity of the nodesand; of graphs A
3.1. Model and B, respectivelyA and B are the weighted adjacency

Our method for finding related words uses two main build-matrices of the graphs A and B, and (i) and Nz(;j) are

ing blocks: graphs representing words and the relatiosshipthe sets of neighbors.

between them and a measure of similarity between wordSe€ (Dorow et al., 2009) for details, and also for an equiv-
based on these relationship graphs. We use separate graghgnt formulation of the iteration using matrix multiplica
for each language, with words represented as nodes and r#ns, which we also used for the experiments.

lationships as edges, but we compute word similarity acros§ 5 pata

the two monolingual graphs with an inter-graph similarity ~ ™ ) .

algorithm. We use the I_Engllsh and German Wikipedias as corpora,
This algorithm is based on SimRank (Jeh and WidomProcessed with JWPL (Zesch et al., 2008). Both cor-
2002). SimRank recursively computes node similarities?0ra were lemmatized and part-of-speech-tagged (Schmid,
based on the similarity scores of neighboring nodes withint994)- In the graph, nouns (nodes) are connected if they
a graph. Dorow et al. (2009) proposed an extension thatPPeared together in coordinations (ergen and women
computes node-similarities across two graphs and allow§" communism, collectivism, or participatory economics
for weighted graph edges. Fpr c_oordlnatlons WIFhl eleme_nts, we select a@) com-
SimRank is a recursive algorithm that is based on the ide&inations of word pairs. We discard information about the
that two nodes in a graph are similar if the neighbors arérder in which the elements appear by sorting all pairs
similar. We extend this notion to inter-graph similarityew &/Phabetically. We do not distinguish between the pairs
think of two words as being related if they have neighboring{®1: w2) and (ws, w). For this experiment, we focus on
words that are also related, or belong to a set of initial nodeth® cross-lingual aspect of semantic relatedness, iggorin
to-node correspondences between the two graphs. CorrBotential benefits of an asymmetrical view (Michelbacher
spondences are translations ("seed translations”) peavid €t @l-, 2007). Graph theory does, however, allow for asym-
by a dictionary. These node pairs are assigned the Simf_netr!c association via directed edges. We leave this asym-
larity value 1 (maximum similarity). The similarity then Metrical aspect of relatedness for future research.
"spreads” to neighboring bilingual node pairs, and by re-We used log-likelihood z_assomanon scores as edgg _vvelghts,
peated application of the algorithm reaches all nodes. ~ @nd removed edges with scores beldw4, the critical

Figure 1 illustrates this idea. Double lines indicate seed’@/U€ at significance level.05 of the log-likelihood test
translations. The nodeuckand Enteoccur in coordina-  (Snedecor and Cochran, 1989). As seed translations, we

tions with the same nouns in the two languages; one 0\a_se_d 4220 pairs from the dict.cc English-German online
these $wan— Schwa is a seed translation. This coordi- dictionary"

nation relationship contributes to the similarity adfick —
Ente Also, pelicanandPelikanare similar (because gill
— Mbdwe and this similarity will also contribute tduck—
Entein a later iteration.

3.4. Evaluation

We evaluated our method on a test set proposed by Rapp
(1999). We selected the3 nouns contained in the test
set. Manual evaluation was carried out by three students
3.2. SimRank algorithm (two German native speakers, one English-German bilin-

SimRank (Jeh and Widom, 2002) computes similaritygual) each annotating the complete test set. The annotators
scoresS;; of a node pairij as the average pairwise simi- Were given a print-out of the test words for each language

larity of neighboring nodes: together with the top ten suggested words in the other lan-
guage.
&
Sij = oo Ski-
IN(@)| [N(G)I keN(i);EN(j) *ht t p: / / www. di ct . cc/ (May 5th 2008)
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The annotators were asked to mark cohyponyms (C), hype(Artstein and Poesio, 2008). The average of the pairwise
nyms (R), hyponyms (H) and exact translations (E) amondnter-annotator agreement@s57 for EN — DE and0.49

the top ten list. We also offered the category “other” (O) forfor DE — EN. There was a noticeable discrepancy between
words that were semantically related in a way that does nahe two directions in the experiment. On the one hand,
fit into one of the aforementioned categories. The annotathe annotators annotated more semantic relations when the
tors were allowed to use an English-German dictionary. suggested words were in English but on the other, the av-
In the annotation instructions we defined cohyponyms agrage agreement among them was better when the sug-
two words that share a hypernym, for examgieeseand  gested words were German. We believe that the annota-
yoghurtwhich have a common hypernym, namelgiry  tors were able to make more consistent judgements with
product The annotators were made aware that technicallythe suggested words in their native language. Further ex-
two concepts can always be considered cohyponyms singeerimentation is needed to determine the cause of the lower
they have a common trivial hypernym (e.ghing) but it  performance with the suggested words in English.

was made clear that this was not the desired interpretatiowhen leaving out the (O) category, performance decreases

for the experiment. to 43% for DE — EN and39% for EN — DE, but inter-
annotator agreement rises®4 for DE — EN and0.62
4. Results and Discussion for EN — DE. This seems plausible since the definition of

Before we tumn to the systematic evaluation with humant€ (O) category is broader, allowing matches more eas-

subjects, consider a real example of related words su

d}l_y but also allowing more disagreeing interpretation. The
gested by our method. Table 1 shows the example paf2Ct that agreement for (E) i8.85 (EN — DE) and0.81
anger and its German translatiodorn. All suggested

(DE — EN) supports this claim since exact translations
words describe emotions with either a clear or conceivabld£aVe 1€ss room for interpretation.
negative connotation. This observation is reflected in théJnreI?ted words amonglthe sulgggest;‘ons aLe often caused
annotators’ assessment. All German suggestions were coRY Polysemy. For example, Table 3 shows the top ten sug-

Sistently labeled (C) by all SUbjeCtS (Wlth one (E) temre- geSted words fOChair, which are pI’Edominantly financial

gungby one subject). A look at the English suggestions forl€/MS: S opposed to pieces of furniture, as one might ex-
ect. This is likely caused bghair being strongly associ-

Zorn reveals a similar picture. All annotators agreed that’ i )
the suggestions are category (K). In addition, they classiated withbench whose German translatidsankalso has

fied three suggestions as exact translations. Unanimouslgzt,1e meaning obank the flnanC|aI |n§t|tut|on. We de;cnbe
fury was labeled (E)wrathandragereceived two votes, re- & possible remedy for this problem in the next section.
spectively. One annotator assesbkatkas a true translation .
of Zom. 5. Possible Improvements

In the systematic evaluation, the method yields promising/Ve intend to reduce the kind of ambiguity mentioned above
results. As shown in Table 7% of the top ten ranked by taking thecontextsof words into account instead of in-
words for DE— EN (i.e., the test word was German and dividual words. In the graph model, edges between words
the suggested words were English), ate§s words for ~ provide context information that can be used for sense dis-
EN — DE are semantically related. Most of the relatedambiguation (e.g-chair and table”).

words are cohyponyms, followed by “other” semantic re-This information can be incorporated into the graph simi-
lations. Examples of category (O) include part-of relasion larity framework by constructing the incidence grafid)

such asnoon- galaxy, but also more abstract concepts suchout of the original grapi (cf. Figure 3).

asman- manhood Sometimes, the annotators also choseGiven a graphA, we can construct a new grafifA) by
category (O) for less specific cohyponyms. For examplgdutting a new node on each linkgf. The resulting graphiis

for butter, one annotator chose milk products suchyas bipartite. Its two vertex sets are the nodes and the links in
ghurtas proper cohyponyms, and (O) for other foods suchespectively, and its edges connect the linkgliwith their
ashoney two endpoints. The incidence graph has as many nodes as
We verified that the annotators chose non-trivial cohy-
ponyms by using WordNet (Fellbaum, 1998). We looked
up the length of the path from the root node of the Word-
Net taxonomy to the lowest common subsuming hyper-
nym (LCS). For example, in Figure Zpple and straw- Qiectn oL
berry have the lowest common subsunfierit.n.01, which

is eight nodes away from the root noeletity.n.01 The av-

erage path length is ovér This confirms that most cohy-

ponyms are non-trivial. In the few cases where there were pomenor

short path lengths, we manually checked the cohyponym 03;
strawberry

entity.n.01

. fruitn.o1

pairs in question and found that the assumed common hy- -
pernym was not part of the paths to WordNet's root node.
E.g. forfruit andseafoodthe common hypernym chosen
by the annotatordpod, is not an LCS in WordNet, even
when checking all senses of the words.

. . Figure 2: Cohyponym check using WordNet
We calculated inter-annotator agreement using Cohen'’s

1365



rank related word rank related word

1 SchreckenHorror) 1 fury

2 Schamghamé 2 wrath

3 Erregungénragement 3 avarice

4 Unzufriedenheitdiscontent 4 dread

5 Sorge $orrow) 5 jealousy

6 MiRtrauen distrus) 6 hate

7 Mitleid (compassiohp 7 rage

8 Eitelkeit (vanity) 8 envy

9 Unsicherheitifisecurity 9 indignation
10 Verzweiflung despai) 10 insecurity

Table 1: Ten most related words to the translation aager(left) andZorn (right)

cohyponyms (C) hyponyms (H) hypernyms (R) exact(E) othgr (@otal
DE — EN 28% 5% 2% ™% 15% 57%
EN — DE 22% 5% 3% 8% 11% 49%

Table 2: Percentage of semantically related items

related word A

|
&

Sparkassesg@vings bank
Versicherungifisurance
Borse étock market

Einlage {(nvestmenjt
Zentralbankdgentral bank
Kreditinstitut ¢redit institutior)
Eingabeifiput)
Corporation¢orporation)
Konzern €orporate group
Tisch (able)

bread

_‘
S
A WNPRFR| X

bread — coffee

roll — bread

roll — coffee

roll — pop

O OVWOo~NO O,

=

rock — roll

rock — pop

Table 3: Ten most related German wordskbair

rock — sand

there are nodes and edges in the original graph, and twice

as many edges as the original graph.

The bilingual SimRank algorithm can then be run on the

incidence graphs. For effective sense disambiguation; how

ever, we need to provide sense-discriminating seed transla

tioqs. Fort_his, we will a_bandon word _equivalences in favorFigure 3: Example of a grapH and its incidence graph

of link equivalences which are established through transIaI(A)

tions of pairs of words that appear in coordinations in both

languages. For example the equivaleficek, gravel) —

(Fels Kies) would be part of the new seed set.

With this light-weight word sense disambiguation our ap-

proach can also be adapted to the task of bilingual lexico

extraction. Thesaurus data set The thesaurus of related words pro-

duced by our method is available for experiments. The

6. Resources data set contains top-ten lists for 9000 English words

In the course of the experiments described in thistEN — GE)and 6000 German words (GE EN).

paper we prepared two data sets that we believe ]

to be useful to the research community. We thus 7. Conclusion

made these data sets available for free download &jye have presented a method for creating a cross-lingual
http://waw.ifnlp.org/wki/extern/WrdGaph relatedness thesaurus. With our approach, cross-lingual

Noun coordinations We extracted lists of noun coordi- query expansion can be carried out in one step. Evalu-
nations for the experiments described above. There are aption with three human judges revealed tHat of the

rock — gravel

gravel — sand

gravel

proximately 5 million English coordinations and 2 million
rQerman coordinations.
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English and57% of the German words discovered by our Helmut Schmid. 1994. Probabilistic part-of-speech tag-

method are semantically related to the target words. We
publish two resources in conjunction with this paper. First
the noun coordinations extracted from the German and En-

ging using decision trees. IRroceedings of the Inter-
national Conference on New Methods in Language Pro-
cessingpages 44-49.

glish Wikipedias. Second, the cross-lingual relatedrfesst George Waddel Snedecor and William G. Cochran. 1989.

saurus which can be used in experiments involving interac-

Statistical methoddowa State University Press.

tive cross-lingual query expansion. Torsten Zesch, C. Miller, and Iryna Gurevych. 2008. Ex-
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