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Abstract
Knowledge about derivational morphology has been proven useful for a number of natural language processing (NLP) tasks. We
describe the construction and evaluation of DERIVBASE.HR, a large-coverage morphological resource for Croatian. DERIVBASE.HR
groups 100k lemmas from web corpus hrWaC into 56k clusters of derivationally related lemmas, so-called derivational families. We
focus on suffixal derivation between and within nouns, verbs, and adjectives. We propose two approaches: an unsupervised approach and
a knowledge-based approach based on a hand-crafted morphology model but without using any additional lexico-semantic resources.
The resource acquisition procedure consists of three steps: corpus preprocessing, acquisition of an inflectional lexicon, and the induction
of derivational families. We describe an evaluation methodology based on manually constructed derivational families from which we
sample and annotate pairs of lemmas. We evaluate DERIVBASE.HR on the so-obtained sample, and show that the knowledge-based
version attains good clustering quality of 81.2% precision, 76.5% recall, and 78.8% Fi-score. As with similar resources for other

languages, we expect DERIVBASE.HR to be useful for a number of NLP tasks.
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1. Introduction

Morphological processing is a prerequisite for many natu-
ral language processing (NLP) applications. Most work fo-
cuses on inflectional morphology and tasks such as lemma-
tization, part-of-speech (POS) tagging, and paradigm in-
duction. In contrast, morphological derivation, which de-
scribes the creation of new words from the existing ones,
has received far less attention. Derivation is especially in-
teresting for morphologically complex languages, such as
the Slavic languages, which have a very productive deriva-
tional morphology. Knowledge about derivational mor-
phology has been proven useful for a number of NLP tasks,
ranging from semantic similarity (Luong et al., 2013; Pad6
et al., 2013) to textual entailment (Shnarch et al., 2011) and
semantic role labeling (Green et al., 2004).

In this paper we describe the induction and evaluation of
DERIVBASE.HR, a large-coverage morphological resource
for Croatian, which groups lemmas from corpus into clus-
ters of derivationally related lemmas, so-called derivational
families. We follow a procedure similar to the one em-
ployed for German by Zeller et al. (2013). However, as
Croatian is more complex with regard to both inflection and
derivation, the task is more challenging.

We focus on the very productive suffixal derivation between
and within nouns, verbs, and adjectives. We propose two
approaches: an unsupervised approach and a knowledge-
based approach based on derivational patterns but without
using any additional lexico-semantic resources. We per-
form an evaluation on a manually annotated sample. The
resulting resource has a high-coverage (98K lemmas) and
good quality (80.8% precision and 76.1% recall). We make
the resource freely available. '

"http://takelab.fer.hr/derivbasehr

2. Related Work

There are a number of resources targeting morphological
derivation. WordNet has been extended to include mor-
phosemantic relations for English (Fellbaum et al., 2009)
and a number of other languages (Bilgin et al., 2004;
Pala and Hlavackova, 2007; Koeva et al., 2008; éojat and
Srebacié¢, 2014). CELEX database (Baayen et al., 1996)
provides derivational knowledge for English, German, and
Dutch. CatVar (Habash and Dorr, 2003) is a resource aimed
specifically at derivation, which groups English nouns,
verbs, and adjectives into derivational families. CatVar has
been used in many applications, including paraphrase de-
tection and semantic role labeling.

More recently, Zeller et al. (2013) constructed DE-
RIVBASE, a large-coverage derivational resource for Ger-
man covering 280k lemmas from a web corpus. Their ap-
proach relies on clustering based on hand-crafted deriva-
tional rules, and achieves 93% precision and 71% recall.
In this work, we follow the approach of Zeller et. al, but also
address a number of issues arising from the morphological
complexity of Croatian language. First, because Croatian
language is more complex than German regarding inflec-
tion, we have to rely on a much more elaborated model
of inflection. Thus, unlike Zeller et. al, who use a set of
lemmas and their parts of speech as input to the clustering
method, we have to obtain a set of lemma-paradigm pairs,
which is arguably a more difficult task. Secondly, even
when restricted to suffixal derivation, Croatian derivational
morphology is still more complex than German: Zeller et
al. report implementing 158 derivational patterns, while we
use a model that consists of 244 patterns. This makes it
harder to attain clusters with high recall.

A related area of research is that of unsupervised morphol-
ogy (Hammarstrom and Borin, 2011). Gaussier (1999)
builds French derivational families using an unsupervised
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method. Piasecki et al. (2012) bootstrap derivation rules
starting from seed examples. In most cases, however, un-
supervised approaches are not able to differentiate between
inflectional and derivational morphology. In this work we
experiment with an unsupervised method based on string
distance-based clustering, but demonstrate that it performs
worse than a knowledge-based approach.

There exist a number of computational morphology re-
sources for the Croatian language, including inflectional
morphological lexica (Tadi¢ and Fulgosi, 2003; gnajder et
al., 2008) as well as morphological analyzers and lemma-
tizers (Cavar et al., 2009; Agi¢ et al., 2013). There has
also been work on computational models of derivational
morphology: Snajder and Dalbelo Basi¢ (2010) present a
computational model of Croatian suffixal derivation, while
gojat and Srebaci¢ (2014) analyze the morphosemantic re-
lations between Croatian verbs and discuss their inclusion
in Croatian WordNet. However, there appears to be no prior
work on inducing a large-coverage derivational morphol-
ogy resource such as DERIVBASE.HR.

3. Morphology Model

Our knowledge-based approach to DERIVBASE.HR induc-
tion relies on a generative model of morphology. Similarly
to Zeller et al. (2013), we use the HOFM modeling frame-
work proposed by gnajder and Dalbelo Basi¢ (2008) and
Snajder and Bagi¢ (2010). The model of Croatian morphol-
ogy consists of an inflectional and a derivational compo-
nent; we use the former to obtain the lemmas and the latter
for knowledge-based induction of clusters. Both compo-
nents are freely available.? For details, the reader is referred
to (énajder and Dalbelo Basié¢, 2008; §najder and Basic,
2010; Snajder, 2010).

3.1. Inflectional Component

The inflectional component defines the inflectional
paradigms for nouns, verbs, and adjectives. The current
version of the model uses 93 paradigms. The HOFM
formalism uses a succinct representation of string-based
transformations, allowing for compact representation of
more complex inflectional paradigms, and phenomena
such as stem changes and optionality. Table 1 lists some
example transformations.

3.2. Derivational Component

The basic building blocks of the derivational component
are the transformation functions and derivational patterns.
A derivational pattern describes the derivation of a derived
word from a basis word. A derivational pattern is a triple

d=(t,71,1s)

where ¢ is the transformation function that maps the word’s
stem (or lemma) into the derived word’s stem (or lemma),
while Z; and 7 are the sets of inflectional paradigms of the
basis word and the derived word, respectively. The trans-
formation of the lemma into the stem and vice versa is han-
dled by the underlying inflectional component, depending
on the inflectional paradigm associated with the lemma.

http://takelab.fer.hr/hofm

Function Description

sfr(s) concatenate the suffix s

dsfz(s) delete the suffix s

aifr(sl,s2) alternate the infix sl to s2

try(t) perform transformation ¢, if possible

opt(t) optionally perform transformation ¢

plt, jot , jat  alternate infixes for palatalization/jotation/jat
Examples

(sfa:( “en”) o opt(jot), Ny, Aq)

“Derive qualificative adjective from a noun by suffixation of
-en and optional jotation

(sfa:( “ica”) o try(jat) o try(plt),/\/'ﬁ/\/f)

“Derive diminutive feminine -ica nouns from feminine nouns,
if possible with jat reflex alternation and palatalization”

Table 1: Transformation functions and exemplary deriva-
tional patterns in the framework by Snajder (2010)

Note that each derivation pattern defines the admissible
derivations, some of which may not exists in the language.
Also, patterns say nothing about the semantic relation be-
tween the basis and the derived word. Otherwise said, the
derivational patterns tend to overgenerate. Additional fil-
tering based on corpus-attested lemmas ensures that over-
generation is kept to a minimum.

The model of Croatian derivational morphology currently
consists of 244 suffixal derivational patterns, which de-
scribe the derivation of nouns, verbs, and adjectives. The
model covers optional transformations and phonologically
conditioned alternations of the stem and suffix. Table 1
shows examples of derivational patterns.

4. Inducing the Resource

The induction of DERIVBASE.HR from corpus consists of
three steps: (1) corpus preprocessing, (2) acquisition of an
inflectional lexicon, and (3) the induction of derivational
clusters.

4.1. Corpus Preprocessing

As a stating point for DERIVBASE.HR induction, we use
hrWaC, the 12B-token Croatian web corpus compiled by
Ljubesi¢ and Erjavec (2011). For POS-tagging and lemma-
tization, we use the tools developed by Agi¢ et al. (2013),
based on the HunPos tagger (Halécsy et al., 2007) and the
CST lemmatizer (Ingason et al., 2008). The accuracy of the
tagger and lemmatizer on newspaper corpora is 97% and
98%, respectively. As reported by §najder et al. (2013),
tagging and lemmatization accuracy on a mixed-domain
corpus (Wikipedia) drops to about 94% and 96%, and we
can expect further decreases on hrwaC due to lower lin-
guistic quality. Thus, to remove the invalid lemmas, we
first filter out all lemmas not tagged as either a noun, ad-
jective, or verb, as well as lemma-POS pairs that occur less
than tree times in the corpus. After filtering, we end up
with 1.2M lemma-POS pairs, the majority of which still
are invalid. We sampled 200 lemma-POS pairs and man-
ually annotated their validity: only 16% lemma-POS pairs
were valid (we consider a lemma-POS to be valid if both the
lemma and the POS are correct, the lemma is not a proper
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name, nor is it derived from a proper name). Obviously, the
list of lemmas must be further filtered out to obtain a good
quality resource.

4.2. Acquiring the Inflectional Lexicon

As outlined in Section 3.2., the derivational component
requires each lemma to be associated with its inflec-
tional paradigm. The set of lemmas associated with their
paradigms constitutes an inflectional lexicon. Thus, the
next step in building of DERIVBASE.HR is the acquisition
of an inflectional lexicon from hrWaC. This serves two pur-
poses: filtering of invalid lemmas and setting up the ground
for knowledge-based induction of derivational clusters.
The task of lexicon acquisition has been extensively stud-
ied in the literature, e.g. (Oliver, 2003; Sagot, 2005; Hana,
2008; §najder et al., 2008). In our case, the task is sim-
pler because we start out with a list of lemma-POS pairs,
although an imperfect one.

We employ a two-step procedure: for each lemma-POS
pair, we consider all applicable inflectional patterns and
choose the most plausible one. The most plausible inflec-
tional pattern is the one that produces the most corpus-
attested wordforms above a specified threshold (we set
this threshold to 4 wordform types and 10 wordform to-
kens). In the second step, we remove heuristically the
lemma-paradigm pairs for which the overlap of corpus-
attested wordforms exceeds a specified threshold (we set
this threshold to 3). The acquired inflectional lexicon £
contains 100k lemmas (58.5k nouns, 29.5k adjectives, and
12k verbs). When evaluated on the sample of 200 lemma-
POS pairs, the lexicon achieves 55.0% precision, 34.4% re-
call, and 42.3% F?-score. This performance could be fur-
ther improved by optimizing the acquisition parameters, but
we leave this for future work.

4.3. Unsupervised Induction

For unsupervised induction of DERIVBASE.HR, we resort
to clustering of lemmas based on a string-distance measure.
We use the measure proposed by Majumder et al. (2007),
which in several studies (§najder and Dalbelo Basié, 2009;
Zeller et al., 2013) has show to be effective in capturing
suffixal variation. For words X and Y, it is defined as

n—m+1 & 1
D =" Y o
=m

where m is the position of left-most character mismatch,
and n + 1 is the length of the longer of the two strings.
Notice that this is a suffix-oriented measure; for measuring
prefix variation, one can apply the measure on the reversed
string.
For the actual clustering we use the hierarchical agglomera-
tive algorithm with average linkage. The space complexity
of this algorithm is quadratic and prohibits clustering of all
lemmas at once. Instead, we precluster by recursively par-
titioning the set of lemmas sharing the same prefix into par-
titions of 1000 lemmas, which we then cluster separately.
The number of clusters is optimized for Fl-score on the
development set (cf. Section 5.2.). The resulting resource
contains 38k derivational clusters (avg. of 2.6 lemmas per
cluster), of which 22k (58%) are non-singleton clusters.

(1) razljutiti,, razljucen 4

(2)  razloZen s razloZnosty razlog y razloZan s razloZitiv
(3)  razlomitiy razlomljen , razlomaky

(4)  razlupan 4

(5)  razlucivosty razlucan 4 razlucitiyy razluciv 4 razlucivatiy
razlucivanje y; razlucen 4

(6) razmaknicay razmy razmaky razmitiy

(7)  razmahivativy razmahan 4 razmahy razmahati
(8)  razmaknutiy razmaknut 5

(9)  razmatatiy razmatanje 5

10 razmatratiyy razmatranje \; razmatran 4 razmazivati
1% Jjé N v
razmazitiy razmazan, razmazen s razmazivanje y
razmazy razmazatiy

(11)  razmeksatiy

(12)  razmetljivac y razmetatiy razmetljiv , razmetanje
razmetan g

Table 2: An excerpt of 12 clusters from DERIVBASE.HR

4.4. Knowledge-Based Induction

For knowledge-based induction, we use the inflectional
lexicon £ and a set derivational patterns to induce the
derivational families. Given a lemma-paradigm pair (I, p)
as input, a single derivational pattern d = (¢,Z1,Z5)
generates a set of possible derivations Lg(l,p) =
{(l1,p1)y- - (ln,pn)}, Where p; € Z; and p; € Z,. Given
a set of derivational patterns D, we define a binary deriva-
tion relation —p between two lemma-paradigm pairs that
holds if the second pair can be derived from the first one as:

(l1,p1) —=p (l2,p2) iff 3d € D.(la, p2) € La(l1,p1)

We now define derivational families as the equivalence
classes of the transitive, symmetric, and reflexive closure of
—p over L. Note that transitivity is achieved only over the
entries in £, so low coverage of £ will result in fragmented
derivational families. Conversely, because derivational pat-
terns overgenerate, £ should not contain many invalid lem-
mas.

After computing the equivalence classes, we evaluated the
resource on the development set (cf. Section 5.2.). To im-
prove the recall, we implemented additional 30 derivational
patterns. The resulting resource contains 56k derivational
clusters (avg. of 1.8 lemmas per cluster), of which 15k
(27%) are non-singleton clusters. Table 2 shows an excerpt
from the resource.

5. Evaluation Methodology

The induction of derivational families is essentially a clus-
tering task and could be evaluated as such. While a number
of clustering evaluation metrics have been proposed (see
(Amig6 et al., 2009) for an overview), there is no con-
sensus on the best approach. Moreover, due to semantic
drifts involved with derivation, building a representative
gold standard for cluster-based evaluation of derivational
families is in itself not a straightforward task. Thus, in-
stead of performing a cluster-based evaluation, we follow
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the approach by Zeller et al. (2013), who evaluated on a
manually-annotated sample of lemma pairs. Working at the
level of pairs makes manual annotation a simpler task: it
is arguably much easier to decide for an individual pair of
lemmas whether they are derivationally related, than to an-
notate a complete derivational family. This is in particularly
true if one wishes to distinguish the cases where deriva-
tionally related words are also semantically related from
the cases where the semantic relation is absent. However,
there are some subtleties involved with pair-based evalua-
tion, which we describe below.

5.1. Sample Construction

As noted by Zeller et al. (2013), random sampling of
lemma pairs would make the evaluation unrealistic because
most pairs are derivationally unrelated. To remedy this,
Zeller et al. (2013) use two samples, one for measuring
the precision and another for measuring the recall. The lat-
ter sample is obtained by sampling from the set of possibly
derivationally related pairs, identified as such using a num-
ber of string similarity measures. More precisely, given
lemma [; as input, they retrieve k£ lemmas that are most
similar to /1, and consider these as possibly derivationally
related lemmas.

While the procedure of Zeller et al. (2013) is sound, it
makes the interpretation of results somewhat difficult. An-
other problem is that the procedure overestimates the recall:
the string-distance pooling strategy they use cannot guaran-
tee that all related pairs will be retrieved. Some derivation-
ally related pairs may be orthographically too different to
fall within the top k& most similar lemmas. On the other
hand, retrieving too many lemmas will only increase the
true negative rate and make the evaluation unrealistic.

We use a more straightforward methodology that remedies
both problems identified above. First, we use only one sam-
ple on which we measure both precision and recall. Sec-
ondly, we employ an iterative sample construction method
that ensures a reliable estimation of recall. The sam-
pling procedure consists of two steps: (1) semi-automated
construction of derivational families and (2) sampling of
lemma pairs from the obtained derivational families.

Step 1: Construction of derivational families. We start
with a set of lemmas, chosen randomly from the corpus.
These lemmas constitute the initial singleton derivational
families. Using string similarity measures, for each deriva-
tional family {l}, we retrieve from the inflectional lexicon
L a set of lemmas {ly,...,l,} that are similar to [. The
annotator inspects the retrieved sets and adds to the deriva-
tional family all lemmas that are derivationally related to
[. In the next iteration, the newly added lemmas are used
to retrieve new and previously unconsidered lemma candi-
dates, which are then again inspected by the annotator. The
procedure continues until no more lemmas can be added
to the derivational families, indicating that the derivational
families are complete.

For this procedure to work, we must ensure that we miss no
derivationally related lemmas when retrieving the lemmas.
In each iteration, we retrieve a pool of candidate lemmas
comprised of k£ most similar lemmas according to six string
similarity measures: measure D4 given by (1), measure

D3 (also proposed by Majumder et al. (2007) as a slight
variation of Dy), the reversed versions of measures D3 and
D, (to capture prefixal variation), and 2-gram and 3-gram
Dice-based measures proposed by Adamson and Boreham
(1974). We use k£ = 10 in our experiments. Notice that,
because we build our sample iteratively, always expanding
from the fringe of a derivational family, k£ need not be large.
We believe that with £ = 10, and with the string-similarity
measures that we used, our annotations are almost complete
with respect to recall.

Using the described procedure, we built a sample consisting
of 481 lemmas from lexicon £ grouped into 50 complete
derivational families.

Step 2: Sampling of lemma pairs. In the second step,
we sample lemma pairs from the derivational families. We
sample 2000 within-family pairs (positive pairs) and 2000
pairs in which one lemma is not a member of the family
(negative pairs). Although negative pairs could simply be
sampled from pairs of lemmas not belonging to the same
family, such pairs tend to be orthographically too different
and would yield unrealistic precision estimates. Instead, for
each lemma [, from each derivational family we retrieve a
set of ten lemmas that are most similar to [; but do not
belong to the same family as /1, and then sample lemma
pairs from this set. To measure string similarity, we use
measure Dy and its reversed version, to account for prefix
derivations.

Finally, we split the resulting 4000 pairs into a test set and
a development set, each containing 1000 positive and 1000
negative pairs.

5.2. Gold Standard Annotation

The above-described sample construction procedure pro-
vides us with a sample of evenly distributed derivationally
related and derivationally unrelated lemma pairs. However,
to allow for a more insightful analysis, we decided to fol-
low the approach of Zeller et al. (2013) and introduce addi-
tional categories. We subcategorize the positive pairs into
two categories: R (derivationally and semantically related)
and M (only derivationally related), and the negative pairs
into three categories: N (no relation), C (compositional re-
lation), and L (invalid lemma), as shown in Table 3. Note
that in this work we treat both R and M as positive classes,
i.e., we consider a derivationally related pair of lemmas to
be positive even if there is no semantic relation between the
lemmas.

A single annotator with linguistic expertise manually an-
notated each of the 2000 pairs from both samples into one
of the five categories. The annotation amounts to disam-
biguating between R and M cases for the positive pairs,
and between N, C, and L cases for the negative pairs. For
the positive pairs, we additionally labeled cases of prefixal
derivation as either Rp or Mp. Table 4 shows an excerpt
from the test sample. We make this sample freely avail-
able.!

The distribution of labels is shown in Table 5. A couple
of errors introduced in the previous steps (construction of
derivational families) were corrected during the annotation,
increasing the number of positive pairs to 1009. The major-
ity of positive pairs (85.7%) are both derivationally as well
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Label Description

Example

tazz®

morphologically and semantically related
morphologically but not semantically related
no morphological relation

no derivational but compositional relation
invalid lemma (mislemmatization, wrong POS, foreign words)

izgubiti, — izgubljen 4 (loose — lost)

bratn — bratié¢ n (brother — cousin)

konzumacija y; — konzultiratiy (consumption — to consult)
rukay — rukomety (hand — handball)

razuvjeriti, — razultaty (undeceive — n/a)

Table 3: Categories for lemma pair classification

Label Lemma l Lemma 2

N denacionalizirans  regionaliziran ,
N Carobnjacki , Cardan

N neomiljen neoboriv 4

R interpret interpreter y

Rp nacionaliziratiy supranacionalan 4
L rabiny rabinov y

N frapirati, terapirati,

R prosvjed prosvjedovanje
Rp prebrinuti, zabrinutost

N neusuglasen 4 ovlaSen 5

N prosvjednicki , prosvjecivatiy,

L neraspoloZenje rasploZenje

R Carobnjakov 4 carolija

M konzumeristicki 4 konzumov 4

N izazivackia pokazivacki ,

N posluZilac brazilacy

M konzumizamy konzumov 4

R brigay brinutiy

Table 4: Excerpt from the test sample of lemma pairs

R M N C L  Total

All pairs 855 154 770 46 175 2,000
Suffixation only 424 28 770 46 175 1,443

Table 5: Distribution of labels in the test sample

as semantically related (R). Since in this work we do not
consider prefixal derivation, we filtered out all pairs labeled
as Rp or Mp, which amounts to 27.9% of the sample. The
resulting subsample consists of 1,443 pairs, of which 31.3%
are positive (R or M). In this subsample the ratio of positive
pairs that are both derivationally and semantically related is
93.8%; this increase is expected because suffixal derivation
is more meaning preserving than prefixal derivation.

6. Results
6.1. Quantitative Analysis

Table 6 presents the overall results for unsupervised (U) and
knowledge-based (K) acquisition method, initial (Kv0) and
revised (Kv1) version. We compare against two baselines:
a prefix stemmer, which truncates each word to first p letters
(using p = 6 maximizes the F1-score on our sample) and
a rule-based stemmer by Ljubesi¢ et al. (2007).> DERIV-
BASE.HR outperforms both baselines by a wide margin.

*Note that this is an inflectional stemmer and therefore not
suitable for clustering derivationally related words. We nonethe-
less include it here for the sake of completeness.

Method

DERIVBASE.HR (U)
DERIVBASE.HR (Kv0)
DERIVBASE.HR (Kv1)

# clusters P R F

37,999 76.0 754 757
57,157 78.6 55.1 6438
55,551 812 76.5 78.8

62,228 492 421 454
93,098 25.0 0.4 0.9

Prefix stemmer
Rule-based stemmer

Table 6: Performance on the test sample

P R | P R

N-N 743 743 | N-A 877 1712
A-A 889 781 | N-V 764 743
V-V 722 684 | A-V 846 84.6

Table 7: Precision and recall across different part of speech

The knowledge-based version reaches 81.2% precision and
76.5% recall, and outperforms the unsupervised version in
terms of precision (difference by 5.2 percentage points),
while recall is comparable. The revised version of DERIV-
BASE.HR, which was induced with additional 30 deriva-
tional patterns, has a substantially higher recall (increase in
21.4 percentage points).

Table shows the precision and recall scores across differ-
ent part-of-speech combinations for the knowledge-based
DERIVBASE.HR. The recall is lowest for verb-verb pairs,
suggesting that we still lack coverage for verb-to-verb
derivational patterns. Interestingly, Zeller et al. (2013) re-
port a similar finding for their German resource.

6.2. Discussion

Although our results are very encouraging, we see a num-
ber of possibilities for improvement, especially for the
knowledge-base method. Recall could in principle be im-
proved by further inspection of the false positives and ad-
dition of new patterns. This, however, would not solve the
problem of missing lemmas that hinder the transitive clo-
sure. A possible workaround might be to extend the set of
derivational patters so that it also includes the compositions
of two or more derivational patterns.

Improvements in precision could be achieved by restricting
to a set of more confident patterns, as proposed by Zeller et
al. (2013), where confidences could be defined manually or
estimated from an annotated sample. Performing clustering
based on these confidences (instead of doing a transitive
closure) could also improve the precision.

Perhaps the weakest point of our approach is the low quality
of the morphological lexicon given as input to the cluster-
ing method. As described in Section 4.2., the quality of the
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inflectional lexicon is 55.0% precision and 34.4% recall.
Improving the quality of the inflectional lexicon could sub-
stantially improve the precision and recall of the clusters.

7. Conclusion

We have described the construction and evaluation of
DERIVBASE.HR, a morphological resource that groups
100k lemmas into 56k derivational families. The
knowledge-based version of DERIVBASE.HR attains good
clustering quality of 78.8% Fi-score. As with similar re-
sources for other languages, we expect DERIVBASE.HR to
be useful for a number of natural language processing tasks.
For future work, we will focus on improving DERIV-
BASE.HR along the above-discussed lines. We will also
consider prefixation, as well as the splitting up of deriva-
tional families according to semantic relatedness.
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