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Abstract: Interval-valued fuzzy set (IVFS) is an extension of fuzzy set in which it presents a fuzzy set with an
interval-valued membership. A similarity measure is a useful tool for determining the similarity degree
between two objects. It is also an important measure for fuzzy concepts. In this paper, we propose a new
similarity measure between IVFSs. Some properties ofsimdarity measure are also made. We make
numerical comparisons of the proposed similarity measure with some existing measures. These comparison
results show the superiority of our proposed similarity measure.
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1 Introduction between IVFSs. However, similarity measures

Zadeh [13] first introduced the concept of fuzzy setsPetween IVFSs are not yet widespread studied.

that give an approach for treating fuzziness which is a N this paper, we first give two new similarity
type of uncertainty different from randomness. In anmeasures between IVFSs. We then consider a
ordinary set, an element of a universe either belongdveighted average of the two proposed similarity
to or does not belong to the set. That is, themeasures bgtween IVFSs. We give the properties of
membership value of an element in an ordinary set ighesesimilarity measures. The rest of this paper is
0 or 1. A fuzzy set is a generalization of an ordinary©rganized as follows. In Section 2, the definitions of
set in which it allows the membership value of an I\./F.Ss'are first reviewed. Axiomatic definitions for
element in a fuzzy set is between 0 and 1. The idea ofiMmilarity measures between IVFSs are then
fuzzy sets could convey partial memberships ofintroduced. In Section 3, new similarity measures
belongingness described by a membership functionbetween IVFSs are proposed. The properties of the
Interval-valued fuzzy sets (IVFSs) dr-fuzzy sets proposed measures are also considered. In _Se_cthn 4,
proposed by Zadeh [14] and Sambuc [9] are one kincfome comparisons of the proposed similarity
of extension of fuzzy sets (also see Turksen [10]).measures with existing measures are presented.
Since IVFSs present fuzzy sets with interval-valued Finally, conclusions are stated in Section 5.
membership functions, they could make more degree

of freedom for uncertainties so that more wide 2 Preliminaries

uncertainty modeling can be provided by IVFSs. Up Zadeh [14] and Sambuc [9] proposed interval-valued
to date, IVFSs have been applied in various areasfuzzy sets (IVFSs) that are extensions of fuzzy sets
such as medical diagnosis (Sambuc [9]), approximatewith interval-valued membership functions. Let

reasoning (Bustince [1]), logicCprnelis et al. [2]) X ={x, X,,...,x.} be the discourse set and the

gnigrg';ﬁﬁz]n%(u%aé\t/aallh?%niggr;%”f%r[f’h]’ D'Urso and notion ivfs denote the set of all IVFSs. L&t bethe

Similarity measures are generally used for interval [0,1] and [L] be the set of all closed

deftermining the degree of similarity between two gpintervals of the interv40, 1].Let A be an IVES
objects. Kaufman and Rousseeuw [7] presented some

examples to illustrate traditional similarity measure in X with Az X —[L]. For any IVFS A and

applications in hierarchical cluster analysis. Pappis x ¢ X | A(x) =[ A (X), A*(X)] is used ashe degree
and Karacapilidis [8] proposed three similarity ) -
measures for fuzzy sets. Based on those thre®f membership of the element to the IVFS A.
similarity ~measures, many researches andThus, A :X —[0,1] and A":X —[0,1] are
applications of similarity measures for fuzzy sets had ~
been widely studied, such as Fan and Xie [5], Zwick c@lléd low and upper fuzzy sets of the IVAS
et al. [17] and Yang et al. [11]. Zeng and Li [15] first respectively. For simplicity, we denoe=[A", A"].

gave a general definition of a similarity measure | et J(X) andP(X) denote the set of all fuzzy sets
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and the set of all crisp setsXn, respectivelyFor any

Pr oof:

two IVFS A and B, the operations are defined (see (i) S(A B)

also Zeng and Li [15]) as follows:

@ Ac Biff Yxe X, A (xX) < B (x)
and A" (x) < B*(x)

(b) A= Biff Vxe X, A (x) =B (x)
and A" (x) = B*(x)

© (A°) =[(A"(X)°, (A (X)°], xeX

d) (ANBY(X) =[A (N AB (X, A () AB*(X)], xe X

€) (AUB)(X) =[A () vB (¥, A'(x)vB'(¥)], xeX
The axiomatic definition of a similarity measure

betweenlVFSs was introduced by Zeng and Li [15]

and Zeng and Guo [16] as follows.
Definition 1 (Zeng and Li [15] A real function

S:ivfsxivfs —[0,1] is called a similarity measure
of IVFSs, if, for anyA, é,é eivfs, it satisfies the
foIIowi_rJg _propertifs_:u
(i) S(A,B)=S(B, A)
(i) S(A, A°) =0 if Aisacrisp set
(iii) S(A,B)=1iff A=B
(iv) If Ac B C,then S(A,C)< S(A,B)
and S(A,C)< S(B,C).

3 New similarity measures between
interval-valued fuzzy sets

For any two fuzzy set® and B on the finite set
X ={X, X, -+, X}, Pappis and Karacapilidis [8]

proposed the similarity measufg, (A B) between
the two fuzzy sets And Bas follows:

> min{ (%), 15(X)}
Sw(AB)= > max{u, (X), g (X)}

xeX

Based on the similar concept, we first propose a new

measure between any two IVFS& and B as
follows:
> min(A" (x) B (x)) Y min((A" x)f, B x)¥)

B (xeX xeX
S(A B) = min( ZmaX(A x).B" )Y, max(& «)j B K)jg

xeX xeX

We find that the above proposed measﬁ_r@A, B)

is a similarity measure between IVF®sand B as
shown in the following property.

Property 1 The proposedS (A B) is a similarity

measure between IVFSA and B .
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me(A (3B (x)) me((A* ®)F .6 x)Y)
ZmaX(A ®).B™ () Z max(&" )) ,B" & )33

xeX xeX

me(B (0.A () > min(B" x)f, (A" ¥)f)

xe X xeX g

ZmaX(B ().A () D max(B' «)) & )

xeX xeX

=S(B,A)

(ii) If Aisacrisp set,

ie A (x)= A" (x)=1or A (x)= A" (x)= 0,then
S(ARX)
Y min(A” (x),(A" (x))°) Y. min((A” (x)f A (X))

m'”(z max(A (. & €)'y, max(@ ) A )

=0
(iii) S(A B)
zmm(A (98 69) 3 min(A ()Y, @' 0F)
ZmaX(A BER) zmax(ex )6 )
=1
iff min(A (x),B™ (x))= max@ &)B &)),
min((A" (x))°, (B" (x))°) = max(A" k)f ,8" &) )
iff A (x)=B"(x) and A"(x) =(§S(x) Vxe X

mln(A’ (0B () X min((A” (x)f, B x)Y)

xeX )

Z max(A (x),B" x))’ Z max(@" & )JB* &))
A (x) Z(B+(X)))
B (x) Z(A*(X))

xeX

ZA () > (€ (¥))
> min(xex _ xeX _ )

2C (0 D (AN
2 min(A" ()€ (x)) > min(A" x)F,C" ®)f)

)

XM Mx

~MS max® 60C 60 Y. max@® €)) € )
-SC.A

Thus, we haveS(C,A) < S (B, A). Similarity,
that 5(A€)<s(B,C). By the
conditiond(i), (i), (iii) and (iv) , we prove the

we have
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similarity property. O > min(A (x),(A" ())) Y min((A” (x)F A (x))
We next propose another new measure between=W(mi (Zmax(A 0. E )Y max(@ € A U)
IVESs A and B with xeX xeX
> min& (98" () ¥, min (0 .6 ) 3 min(A" (.¢A 00 3 min(A G0Y & <)

+ W, (Min(E ;)

S,(AB) = minR= Zmax(N(x) A ©F) Zmax(@\ €).& )

Zmax ®).B" )’ Zmax((A &) .8 8)73
=0

We find that the above proposed meagﬁIeA, B) i min(A (0B ()= max@ )5 &)

is also a similarity measure between IVFAsand

B min((A” (x))°, (B" (x))°) = max(A&" )} .8 &)f )
Property 2 The proposedS,(A B) is a similarity iff A_(X)Z B™(X) and A"(x)=B"(x) Vxe X
measure between IVFSA and B. iff A=
Proof: The proof is similar as Property 1.0 (iv)if AcBcC, then

If we compare the forms ofS(A B) and S,(A B)=wS (A B)+w,S,(A,B)
S,(A B), we find that they have a dual relation. In =wS(B, A)+w,S,(B,A)
this sense, a compromise betweSI(A, B) and >wS/(C,A)+w,S,(C,A)=S,(C,A)

S,(A B) is meaningful so that we consider a new Thus, we haves,(C, A)< S,(B,A) . Similarity, we
have  that S(AC)<S,(B,C). By the

measure with a weighted average ${A, B) and R :
conditions(i) , (ii) , (iii) and (iv) , we prove the

S,(A B) as follows:
S,(A,B)=wS (A B)+ (1-w)S, (A,B), 0<w< 1

We find that this new measu®,(A B) is also a 4 Comparisons
In this section, we compare the proposed similarity

similarity measure between IVFSA and B as  eagyres between IVFSs with Zeng and Guo [16]

shown in the following property. ~
! Wing Property. _ . method. Assume thaK ={X, X,...,X,}. Let A
Property 3 The proposedS,(A B) is a similarity .
and B be two IVFSs orX . Recall that Zeng and

similarity property. O

measure between IVFSA and B. Guo [16] proposed several similarity measures
Proof: F~°rW1 +W, =1:W1 >0, w, ~ Q between IVFSs A and B  as
(i) S,(AB)=wWS(AB)+wS,(AB) follows: L
—wS,(B,A)+w,S, (B, A) NL(AB)=1-—-3 (A (x)-B () I+| A’ (x)-B (X))
=S,(B,A). N(AB)=1-CE S (1A ()-8 6)f +IA (X)-B X))
(i) If Aisacrisp set, N.(A B)=(1-d(AB))/(@1+d A B))
ie A (x)= A (x)=1or A" (x)= A" (x)= Othen N, (A,B)=1-d*(A B)
%(A, AC) _ V\QSI(A AC)+ SZ(A Ac and Ne(;&’ B') _ efd(A,B) :efl
Zmln(A (),(A" ())°) Z min((A* )Y A" (x)) 1-€

where
i{m! ZmaX(A ), A" x)f) Z max(@" & )j A° (()))

d(AB)= A B +|A B
S G o S o @AD" (1A ()-8 )1+ 1A 6)-B &)
W, (m'”(z max® (). & GOF) Z max(@ 00)°. (A () Assume tha.t there are three IVFS patterns
onX ={x} which are denoted as follows:

=0 B - -,
(i) S(AB)=wS (A B)+w,S,(AB) A=A =024 (x) =06l
A ={[A ()=01A (x)=03]}
B={[B(x) =0.3,8"(x) =04])
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We calculate Zeng and Guo [16] similarity measures application to cluster analysis, we suggest to adopt
as follows: Yang and Shih [12] algorithm for clustering
Nl(Al’ B): Nl(Az,g): 0.85, interval-valued fuzzy data based on our proposed

I o similarity measures.
N,(A,B)=N,(A,,B)=0.84Z
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